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Abstract—Network devices have always been considered as configurable black boxes until the emergence of software-defined networking (SDN). SDN enables the networks to be programmed according to the user requirements; furthermore, it allows the network to be easily modified to suit transient demands. However, how do we program the network? SDN-compliant switches offer a low-level interface that makes programming error-prone. The controllers provide application programming interfaces, but still low-level, limited, and inflexible. High-level languages have the potential to be a better alternative to program the network. There exist several SDN programming languages implementing different sets of functionalities, and focusing on solving various issues. In face of all this diversity, no published paper outlines a pragmatic view allowing to compare the SDN languages. This paper presents a systematic survey of up-to-date OpenFlow-based SDN programming languages. Our approach relies on a taxonomy comprising all prominent features found in those languages. A detailed review of the existing works is carried out investigating the foundational parts of the languages with their contributions. Examples are discussed to illustrate the fundamental abstractions. Last, all gathered information is summarized, discussing the main ongoing research efforts and challenges. Future abstractions and features to be incorporated into the next generations of SDN programming languages are also considered.
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I. INTRODUCTION

SOFTWARE-DEFINED Networking (SDN) is an emerging architecture that decouples the network control and forwarding functions, enabling the network to become directly programmable, and the underlying infrastructure to be abstracted for applications and services [1]. Many foundational parts for building a widely used SDN architecture need to be designed, and their standardization is still an open issue.

The Open Networking Foundation (ONF)1 was created as a nonprofit organization dedicated to the development and standardization of SDN. ONF has presented a high-level view of SDN architecture, dividing it into three main layers: Data Plane, Control Plane, and Application Plane [2]. The network devices (Data Plane) are managed by a remote and decoupled Control Plane. The Control Plane observes and controls the whole network from a logically centralized point, offering functions such as access control, orchestration, and network virtualization. The network functions (e.g., routing, load balancer, firewall), are performed by the network applications (Application Plane).

The SDN architecture is detailed in Section II; this section also exhibits and compares real use case applications, implemented in three distinct SDN programming levels: In (1) Low-level Programming, the network devices are programmed directly through Control-Data-Plane Interface (CDPI). With (2) API-based Programming, the network is programmed by using the controllers’ Application Programming Interfaces (APIs). Finally, the (3) Domain-Specific Programming Languages use the controllers’ APIs to provide higher-level abstractions. The first two programming levels offer a limited set of constructs and, to implement a more complex application, takes many lines of code. Furthermore, the entire network behavior must be expressed in a monolithic application. In levels 1 and 2, the developer must manually handle the overlapping tasks, typically by programming the switches individually; hindering the programming and maintenance of SDN programs. On the other hand, the programming languages (level 3) propose higher-level constructs, including modular composition, monitoring, topology abstraction, and so forth, to automatically program the switches. The SDN programming languages are the focus of this study, and they are going to be presented in details in this survey.

SDN programming languages are evolving, however, to the best of our knowledge, there was not yet in the literature, a comprehensive survey focusing them; neither providing a detailed review of their features nor presenting their evolutions and innovations. There exist publications surveying overall aspects of SDN [3]–[10]. There are also papers focusing on specific areas such as virtualization [11], [12], security [13]–[17], optimizations for the transmission medium [18]–[22], traffic engineering [23], multicasting [24], controllers [25], and network (function) virtualization [26].

Given the importance of languages for programming the network, and the inexistence of surveys focusing on SDN programming languages, we have systematically studied them, investigating their features and evolutions. We have delimited,
among the existing Northbound Interface (NBI) publications, those proposing a language to program the network. Using the Feature-Oriented Domain Analysis (FODA) [27] method, we have gathered all the prominent language features, mapping and grouping the similar ones. This step has been a difficult work, since there is no NBI standardization, and many different nomenclatures were found to the same given feature. These studies led to the creation of a taxonomy for classifying the languages (Section III). The languages were classified according to their programming paradigm, how policies are defined, how the flows are installed on switches, and the abstractions offered by them. Some of these languages provide a general and wide set of operations, including abstractions to query network information, to specify flow matching and actions, and to compose programs by grouping modules. On the other hand, some languages yield to specific areas, such as fault-tolerance or policy delegation.

An evolutionary review of the raised languages has been reported to highlight their main contributions (Section IV). A genealogy has also been depicted to expose the relationships between these languages. Some language examples were presented to demonstrate their syntax and to enhance the innovations introduced by them. We have summarized the gathered information, exposing some still open issues and presenting directions for future research (Section V) and finally, we have concluded the survey in Section VI.

II. SOFTWARE-DEFINED NETWORKING

This section discusses the SDN architecture and explains the different ways to program these networks. SDN aims to overcome the conventional network infrastructure limitations; in the existing pre-SDN network infrastructure, each device must be individually configured, eventually causing misconfigurations and errors, such as forwarding loops, unintended paths, and contract violations. Furthermore, each device has a specific purpose on the network, for example, switches are used to connect computers to a Local Area Network (LAN), routers interconnect several LANs and/or provide an Internet connection, and firewalls filter out unwanted packets [28].

SDN, in contrast, allows the functionality of the network to be defined/modified after being deployed. It presents an open architecture that makes the network configuration and management flexible and programmable. New features can be added without changing the hardware, allowing the network to evolve at the same speed as the software [29]. The SDN architecture is composed of three main layers, Data Plane, Control Plane and Application Plane. Figure 1 displays a conceptual representation of the architectural components and their interactions. These layers and their interactions are going to be outlined below. The figure also indicates where the different programming levels reside in the SDN architecture. These levels are discussed in Section II-A.

The lowest layer in SDN architecture is the Data Plane layer; it is also known as Forwarding Plane. This layer is comprised of Forwarding Devices (network devices, or switches); they are responsible for forwarding the packets through ports and links. These devices usually use a matching table to look up the destination address of incoming packets and forwards them to the proper outgoing port(s). They implement a CDPI agent to communicate with Control Plane layer. One Forwarding Device may also be defined across multiple physical network elements [30]. Many network manufacturers are launching SDN-compatible devices as well, there are various implementations of open-source software switches and switching platforms, such as Open vSwitch, Pantou, ofsoftswitch, and XORPlus [26].

The CDPI is often called as Southbound Interface. This interface is defined between Data Plane and Control Plane layers and has to provide at least programmatic control of all forwarding operations, capabilities advertisement, statistics reporting, and event notification. To date, OpenFlow [31] is the most used CDPI but it is not the only one, there exist some other proposals such as NETCONF [32], OVSDB [33], LISP [34], POF [35], and OpFlex [36]. The scope of this survey is limited to OpenFlow-based proposals because it has been adopted by ONF and it has become the de facto standard; furthermore, the vast majority of SDN published papers use it as CDPI.

The main component of Control Plane layer is the controller. The controller exposes and abstracts network functions and operations via NBI programmatic interfaces. These functions can include orchestration [37]–[39], mediation [40], and virtualization [41]–[44]. The controller enables the SDN applications to exchange information with Data Plane. There are many controller proposals, such as NOX [45], etc.
POX [46], Beacon [47], Ryu [48], Floodlight [49], and OpenDayLight [50].

NBIs are interfaces between Control Plane and Application Plane. They typically provide abstract network views, enabling to express the network behavior and requirements. Usually, this interface is provided by the controller through its remote API, through a framework providing a Northbound API (Section IV-P), or through a high-level SDN programming language. The programming languages are the scope of this survey, and they will be detailed throughout this paper.

Application Plane is the highest level in the SDN architecture. This plane is composed of one or more SDN Applications. These Applications consist of one Application Logic and one or more NBI Drivers. The Applications explicitly, directly, and programmatically communicate their network requirements and desired network behavior to the SDN controller via NBIs. There are many works proposing SDN Applications to deal with different network areas, such as routing, firewalling, load balancing, monitoring, and QoS.

A. SDN Programming

To understand the SDN programming, it is important to recall its basic operation [31]: When a network device receives a new packet, it searches in its flow tables to find an entry matching the packet header fields (e.g., destination MAC or IP address). If a matching entry is found, the entry’s actions are performed on packets belonging to that flow (e.g., the action might be to forward out to a specified port). If no match is found, the device forwards the packet to the controller. The controller manages the switches flow tables by adding, modifying, or removing their entries.

The most common categories of SDN applications include forwarding and firewalling. We have implemented two applications: a static switch and a packet filter firewall. These examples were deployed in a simple topology consisting of two hosts and three switches (Figure 2). Although simple, this topology allows illustrating some advantages in programming SDN with higher-level languages supporting fundamental concepts (constructs) such as modular composition, automatic priority handling, dynamic policy instantiation, and topology abstraction.

In a static switch, all flow tables are filled manually, using the destination MAC address to forward packets out to the physical ports. In a real environment, this example is impractical because it is not scalable, i.e., in adding a new host or switch, all flow tables must be manually reprogrammed. The example also does not allow mobility, that is, the hosts can never change the switch’s port they are connected to. The final issue lies in all decisions being deployed manually, in a large environment, it becomes highly error-prone.

The packet filter firewall looks at the packet header (network addresses and ports) and determines if that packet should be allowed or blocked [51]. The second implemented application specifies packet filter rules to deny the File Transfer Protocol (FTP). This protocol uses two TCP ports to separate control and data connections. The TCP port number 20 is used to exchange the data, and TCP port number 21 is used to transfer the protocol control messages, so both ports have to be blocked. This example demonstrates that low-level premises, such as priorities, can be abstracted through languages constructs.

These applications were programmed in the three different levels shown in Figure 1: Low-level Programming, API-based Programming, and Domain-Specific Language (DSL) [52] Programming. Next sections explain these levels, showing the applications source code, and highlighting the differences among these programming levels.

1) Low-Level Programming: We have labeled Low-level Programming when the networks are programmed directly through CDPI. OpenFlow stands out as the major initiative in CDPI, but it does not make the programming task easier. Actually, from the perspective of programming languages, it may be considered as the assembly language of network programmability. OpenFlow forces the programmers to manipulate bit patterns in packets and carefully manage the shared rule-table space [53]. Moreover, each network device must be programmed individually, errors and inconsistencies must be manually handled by the network programmer. To develop applications in this programming level, it is necessary to use a General-purpose Language (GPL) (such as C, Java, Python, or shell script) to exchange CDPI messages directly with the switches.

To implement the first example (static switch), using Low-level Programming, it is necessary to specify, in all switches, all the forwarding decisions. It is similar to configure conventional routers with static routing, but using MAC addresses rather than IP addresses. To program the switches, it has to be sent OpenFlow FlowMod messages, specifying the dl_dst in the match header and the destination port in action header. The structure of these messages is presented in Figure 3.

The topology shown in Figure 2 was implemented using Open vSwitch [54]; this software switch implementation provides a set of tools to manage the switches. The command ovs-ofctl has been used to send the OpenFlow messages to configure the devices to act as a static switch. Figure 4 shows the commands, implemented in a Linux shell script, to program all switches to act as static switches.

Similarly, the second application, the packet filter firewall, was implemented in the same topology by using the command...
Fig. 3. OpenFlow FlowMod Message.

<table>
<thead>
<tr>
<th>field</th>
<th>size</th>
</tr>
</thead>
<tbody>
<tr>
<td>version</td>
<td>4 bits</td>
</tr>
<tr>
<td>type</td>
<td>2 bits</td>
</tr>
<tr>
<td>length</td>
<td>16 bits</td>
</tr>
<tr>
<td>xid</td>
<td>8 bits</td>
</tr>
<tr>
<td>wildcard</td>
<td>8 bits</td>
</tr>
<tr>
<td>in_port</td>
<td>16 bits</td>
</tr>
<tr>
<td>dl_src</td>
<td>8 bits</td>
</tr>
<tr>
<td>dl_dst</td>
<td>8 bits</td>
</tr>
<tr>
<td>dl_vlan</td>
<td>12 bits</td>
</tr>
<tr>
<td>dl_pcp</td>
<td>8 bits</td>
</tr>
<tr>
<td>pad</td>
<td>8 bits</td>
</tr>
<tr>
<td>dl_tos</td>
<td>16 bits</td>
</tr>
<tr>
<td>nw_tos</td>
<td>16 bits</td>
</tr>
<tr>
<td>nw_src</td>
<td>16 bits</td>
</tr>
<tr>
<td>nw_dst</td>
<td>16 bits</td>
</tr>
<tr>
<td>tp_src</td>
<td>16 bits</td>
</tr>
<tr>
<td>tp_dst</td>
<td>16 bits</td>
</tr>
<tr>
<td>command</td>
<td>20 bits</td>
</tr>
<tr>
<td>idle_timeout</td>
<td>20 bits</td>
</tr>
<tr>
<td>hard_timeout</td>
<td>20 bits</td>
</tr>
<tr>
<td>priority</td>
<td>16 bits</td>
</tr>
<tr>
<td>buffer_id</td>
<td>24 bits</td>
</tr>
<tr>
<td>out_port</td>
<td>16 bits</td>
</tr>
<tr>
<td>flags</td>
<td>8 bits</td>
</tr>
<tr>
<td>type</td>
<td>8 bits</td>
</tr>
<tr>
<td>port</td>
<td>8 bits</td>
</tr>
<tr>
<td>max_len</td>
<td>32 bits</td>
</tr>
</tbody>
</table>

Fig. 4. Static switch programmed directly with OpenFlow.

```java
ovs-ofctl add-flow Switch1 priority=100,dl_dst=00:00:00:00:00:00,actions=output:1
ovs-ofctl add-flow Switch2 priority=100,dl_dst=00:00:00:00:00:00,actions=output:2
ovs-ofctl add-flow Switch2 priority=200,dl_dst=00:00:00:00:00:00,actions=drop
ovs-ofctl add-flow Switch3 priority=200,dl_dst=00:00:00:00:00:00,actions=drop
```

Fig. 5. Packet filter firewall to deny FTP ports programmed directly with OpenFlow.

```java
ovs-ofctl (Figure 5). In this case, it was necessary to insert rules into the switches to drop packets with TCP destination port equal to 20 and 21. The priority was defined to 200 to be greater than the forwarding rules presented in Figure 4.

In the first example, flows had to be inserted into all switches to allow the communication between PC1 and PC2. When a new host is connected to this topology, all switches have to be reprogrammed, specifying rules to correctly forward traffic to it. In the second example, it was necessary to be aware of the priority of firewalling rules to be greater than the forwarding ones; otherwise, TCP communication would not be blocked.

2) API-Based Programming: Applications implemented in this programming level use the APIs exposed by the controllers. These applications are translated by the controller into CDPI messages. However, these APIs present the same problems as Low-level Programming; they oblige programmers to reason manually, in unstructured and ad hoc ways, with low-level dependencies among different parts of their code. For instance, an application that performs multiple tasks (e.g., routing, monitoring, access control, and server load balancing) must ensure that packet-processing rules installed to perform one task do not override the functionality of another. This fact leads to monolithic applications where the logic for different tasks is inexorably intertwined, making the software difficult to write, test, debug, and reuse.

The controllers may expose two types of APIs: local and remote. When using the local APIs, the SDN applications are implemented internally in the controller, using its classes, methods, and interfaces. These applications must be written in the controller's language, and must run on the same host. For example, to implement the first `ovs-ofctl` command, shown in Figure 4, using the Floodlight local API, it would be necessary the piece of code shown in Figure 6. The other commands used to program the static switch application have not been shown, because they are repetitive and to save space. However, the whole application can be made by repeating the Figure 6 code, modifying the port (line 4) and destination MAC address (line 7).

Remote APIs can act as an abstraction/mediation level between the two different environments; they allow the different technologies to exchange information. Usually, the information is exchanged through Extensible Markup Language (XML) or JavaScript Object Notation (JSON). Applications using this type of API can be written in any GPL and can run on a different host than the controller. We have opted to implement the examples using only remote APIs because the source code is cleaner than local APIs.

POX [46] is a popular controller that provides a remote API for modifying the switches flow tables. Figure 7 shows the required JSONs to specify the static forwarding. The program

---

3 Floodlight API documentation is available at: https://floodlight.atlassian.net/wiki/display/floodlightcontroller.

4 POX API documentation is available at: https://openflow.stanford.edu/display/ONL/POX+Wiki.
Fig. 7. JSONs to program static switch using the POX controller API.

```
Switch1
{"method":"set_table","params":{"dpid": "00-00-00-00-00-01","flows": [{"actions": [{"type":"OFPAT_OUTPUT","port":1}], "match": {"dl_dst":"00:00:00:01:01","ip_proto":6} }] }
```

```
Switch2
{"method":"set_table","params":{"dpid": "00-00-00-00-00-02","flows": [{"actions": [{"type":"OFPAT_OUTPUT","port":1}], "match": {"dl_dst":"00:00:00:02:02","ip_proto":6} }] }
```

```
Switch3
{"method":"set_table","params":{"dpid": "00-00-00-00-00-03","flows": [{"actions": [{"type":"OFPAT_OUTPUT","port":1}], "match": {"dl_dst":"00:00:00:03:03","ip_proto":6} }] }
```

Fig. 8. JSONs to program packet filter firewall to deny FTP ports using the Ryu Firewall API.

```
Switch1
{"dl_type": "IPv4","nw_proto": "TCP","ip_dst": "20","actions": ["DENY","priority": 200] }
```

```
Switch2
{"dl_type": "IPv4","nw_proto": "TCP","ip_dst": "21","actions": ["DENY","priority": 200] }
```

```
Switch3
{"dl_type": "IPv4","nw_proto": "TCP","ip_dst": "20","actions": ["DENY","priority": 200] }
```

Some controllers offer specific APIs to ease the development of network applications; the Ryu controller, for example, provides APIs to deal with firewalling, routing, and setting QoS. So, to implement the second application, we have used the Ryu Firewall API.5

Figure 8 shows the necessary JSONs to be sent to switches to deny the FTP ports. Due to the OpenFlow matching fields prerequisites, matching on the TCP port is allowed only if the Ethernet type is explicitly set to IPv4 and the IP protocol is set to TCP. In the same application, implemented with Low-level Programming (Figure 5), the ovs-ofctl command includes a shorthand notation to specify the Ethernet type and IP protocol.6

 Controllers provide APIs to program the network but, as it was possible to see through these examples, the functionalities offered are low-level, just like the OpenFlow protocol. We could also see that, even using a specific firewall API, all rules must be inserted manually in the right switches, and the rules priority must be carefully managed to avoid forwarding rules with higher priority.

In these two first programming levels, to create an application with multiple functionalities, for example, the static switch combined with the firewall, it is necessary to create a unique program implementing the both functions. Again, the rules priorities must be carefully inserted to avoid higher priority functions from being overlapped.

3) Domain-Specific Language Programming: A Domain-Specific Language (DSL) is a programming language that offers, through appropriate notations and abstractions, expressive power focused on, and usually restricted to, a particular problem domain [56]. The SDN programming languages have a compiler (or framework) responsible for translating their high-level constructs to messages understandable by a controller API. All the studied SDN programming languages were classified as Domain-Specific Language (DSL), providing higher-level constructs to optimize the network resources utilization, and adding new abstractions for different programming aspects, such as monitoring, security, and virtualization.

Some languages were designed to address specific problems, while others offer more general abstractions, and can be used to create any network application. To emphasize the differences in abstractions offered by the different SDN languages, we have implemented the first application, the static switch, in two programming languages: Pyretic and Merlin [53, 55] and [57].

Figure 9 shows the static switch implemented in Pyretic.7 The Pyretic’s compiler translates network applications into Ryu (or NOX) remote API commands. The Pyretic language is embedded in Python, and every program must have a main method and import at minimum the Pyretic core library.

To perform the static switch behavior, we have defined a method called static_switch. This method uses the construct match to filter packets with destination MAC address 00:00:00:01:01:01 (PC1). The forwarding to port 1 is performed through construct fwd. Similarly, the packets to PC2 are forwarded to port 2. This was only possible because all switches use port 1 to forward to PC1 and port 2 to forward to PC2; usually, that is not true, so it is necessary to include a new match to specify, in each switch, which port should be forwarded (e.g., ((match=switch = Switch1) & match(dutmac=ETHAddr[00:00:00:01:01:01]) >> fwd(1)) ≠)

We have also implemented the static switch in the Merlin framework.8 This framework that allows administrators to express network policies in a high-level, declarative language (Section III-C2) based on regular expressions. Figure 10 shows the source code of a static switch implemented in Merlin.

The Merlin language provides a higher-level abstraction (.) to specify path selection; the dot symbol indicates matches

---


6The ovs-ofctl command translates the tcp keyword to “dl_type=0x0800, nw_proto=6.”

7Pyretic documentation is available at: https://github.com/frenetic-lang/pyretic/wiki/Language-Basics.

8Merlin documentation is available at: https://github.com/merlin-lang/merlin.
Further details on path selection abstraction are presented in the flow entries in switches between PC1 and PC2. The Merlin compiler computes the shortest path between the hosts and installs the necessary rules in the right switches. The Merlin worrying about the switches, links, or ports; it automatically This abstraction can be used to define the forwarding without any single network device and the asterisk means repetition.

Fig. 10. Static switch implemented in Merlin.

from pyretic.lib.corelib import *
def firewall():
    return (~match(dstport=20) & ~match(dstport=21))
def static_switch():
    return ((match(dstmac=EthAddr('00:00:00:01:01:01')) => fwd(1)) + (match(dstmac=EthAddr('00:00:00:02:02:02')) => fwd(2)))
def main():
    return firewall() => static_switch()

Fig. 11. Packet filter firewall to deny FTP ports programmed with Pyretic.

any single network device and the asterisk means repetition. This abstraction can be used to define the forwarding without worrying about the switches, links, or ports; it automatically installs the necessary rules in the right switches. The Merlin compiler computes the shortest path between the hosts and program the flow entries in switches between PC1 and PC2. Further details on path selection abstraction are presented in Section III-D6.

The second example, the packet filter firewall to deny FTP ports, was also implemented in Pyretic and its source code is presented in Figure 11. To implement this new function, we have created another method, called firewall, to drop all packets matching TCP ports 20 and 21. The construct negation (~) in conjunction with match, filter only packets not matching the specified destination TCP ports (dstport), so FTP packets will be dropped, and all other packets can be forwarded.

Both functions static switch and packet filter firewall are finally composed in the main method through the sequential modular compositor (=>). This compositor receives the packets outputted from firewall method (all packets except those with TCP destination ports 20 and 21), and forwards these packets to the static_switch method. The forwarding decisions implemented in the static_switch method are then performed.

Languages also offer advantages when implementing applications using dynamic policies (Section III-B). These policies permit the network behavior to change in response to some event. These events can be originated from the network itself (e.g., congested links, link up/down, or bandwidth usage) or come from an external source, for example, a user verification from an Authentication Server or an attack alert from an Intrusion Detection System (IDS).

The following example will be used to explain the advantage using a programming language to implement dynamic applications: the network access will be limited to devices based on maximum bandwidth usage. The topology shown in Figure 2 was used to allow PC1 and PC2 to exchange up to 5GB of HTTP data per minute. To implement this example by directly inserting OpenFlow rules in the switches or using the controllers APIs, it would be necessary to implement the following algorithm in any GPL:

1) Create flow table rules matching exclusively HTTP traffic between PC1 and PC2

2) Send periodic statistics requests to the switches to collect the HTTP amount transmitted
3) Interpret the statistic replies and store them in a manner allowing to know, every minute, how much has been transmitted
4) Test if the total transmitted is lower than 5GB
   a) If so, continue forwarding traffic between PC1 and PC2
   b) Otherwise, drop the traffic until the total transmitted comes lower than 5GB.

A higher-level SDN language may specify constructs to simplify this application. For example, windowed history monitoring (Section III-D7) can be used to receive periodic information about traffic statistics. The source code of an application, written in Merlin, to limit PC1 and PC2 to exchange up to 5GB of HTTP data per minute is presented in Figure 12.

This application is made up of several nested constructs. The inner-most construct describes a set of packets: all packets between PC1 and PC2 with TCP source port 80 sent or received in the last 60 second sliding window. Next, the aggregate function bytes reduces this set to a scalar value by taking the sum of the sizes of all packets in the set. Last, the logical constraint stipulates that this scalar must be less than 5GB.

Despite the simplicity of the examples implemented in a tiny topology, we can observe a substantial difference in favor of the languages, regarding topology abstraction, automatic priority control, or dynamic policy instantiation. Topology abstraction is relevant especially when the topology complexity increases. Automatic priority control, dynamic policy instantiation, and modular composition (Section III-D3) are useful to overcome the intricacy of multiple concurrent applications running on the network. Moreover, as stated earlier, in the first two programming levels, all rules must be inserted individually in every switch, where the different tasks priorities have to be handled manually.

The abstractions presented in these examples are not exhaustive concerning those offered by SDN languages, on the contrary, languages are evolving and increasingly providing higher-level constructs in many different aspects. Up to now, due to the lack of a study on SDN programming languages, it is hard to choose the appropriate language for each particular case. This extensive survey explores the existing SDN languages, showing the abstractions offered by them. A detailed review of languages is also presented, exposing the evolutions and interactions among them.

III. SDN LANGUAGE CLASSIFICATION

We have proposed a taxonomy that allows identifying which features are offered by the SDN languages; it may assist
developers and researchers in finding which language best fit their requirements. This taxonomy has been created through the Feature-Oriented Domain Analysis (FODA) method. The primary focus of the FODA method is the identification of prominent or distinctive features on specific domains, in our case, the SDN programming languages. Features are the attributes of a system that directly affect end-users, who have to make decisions regarding the availability of features in the system, and they need to understand the meaning of the features in order to use the system. A feature diagram is a hierarchically arranged set of features. Relationships between a parent feature and its child features are categorized as: and – all sub-features must be selected, alternative – only one sub-feature can be selected, inclusive or – one or more can be selected, mandatory – features that required, and optional – features that are optional [58]. Figure 13 presents the symbology to represent the feature diagrams.

We have firstly researched papers proposing NBI abstractions. Once those papers were identified, we have used the FODA Context Analysis to filter only the proposals presenting language-related aspects as key characteristics. These papers also described other information such as language framework, compiling techniques, and optimizations – we have focused only on language aspects. In the next FODA phase (Domain Modeling), all relevant features and their relationships were raised and mapped into a feature diagram. Due to the lack of standardization, some features presented with various names by different authors have been grouped.

Figure 14 shows the top-level feature diagram, where the first subnode level represents the major axes: Flow Installation, Policy Definition, Programming Paradigm, and the Abstractions provided by the languages. For better visualization, the Abstractions were plotted in a separate feature diagram (Figure 15). We have not included in our taxonomy elementary OpenFlow operations such as forwarding, packet header modification, and others. The features have been identified based on the existing SDN programming languages. They might not be exhaustive concerning all SDN requirements, and additional features may be included with the evolution of the languages. Potential future directions for new features and abstractions are presented in Section V-A.

Table I classifies the languages according to the features presented in Figure 14. The first line refers to the way the languages install rules on switches; they can be classified as reactive and/or proactive. Languages derived from another language can inherit this feature. Languages can also allow the creation of static and/or dynamic policies; this information is summarized in the second line. The last line shows the programming paradigm. We have found languages implemented in Imperative, Logic, Event-driven, Functional, and Functional

Fig. 13. Feature diagram legend.
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Reactive paradigms. The following sections explain all these features in further details.

A. Flow Installation

Flow installation refers to the way the languages install the rules on switches. An OpenFlow switch forwards packets according to rules stored in its flow tables. The controller handles these tables by adding or removing those rules. The rules can be installed in switches either reactively (when a new flow arrives at the switch), proactively (controller installs rules beforehand), or in a hybrid way. Hybrid flow installation is a combination of both, reactive and proactive approaches.

In the reactive approach, when a new packet arrives at the switch, a lookup operation is performed in its flow tables. Then if there is no match between the arriving packet and switch table entries, the switch creates an OpenFlow packet-in packet and sends it to the controller. The controller receives the packet-in and, based on its program logic, it creates and installs a rule in the switch flow tables. Languages that use reactive flow installation forward all new flows to controllers. Among the surveyed languages, we have observed several languages using reactive flow installation [59]–[66]. The main problem with this reactive approach is that the latency is increased because the controller must be consulted on every new flow.

Proactive installation eliminates the latency induced by consulting a controller on every new flow. The flow tables are populated ahead of time for all traffic matches that could come into the switch. By pre-defining all flows and actions in the switches flow tables, the packet-in event never occurs. As a result, all packets are forwarded at switch processing capacity (e.g., line rate), by doing a flow lookup in the switches flow tables [67]. Languages that provide proactive installation pre-compute forwarding tables for the entire network; the controller just modifies the switches flow tables when it has to react in case of link failures or any other external event. The proactive approach is harder to be implemented because it requires the controller to know the traffic flows in advance, often by keeping the traffic history, to configure all paths before they are used [68]. We have found languages providing wildcard rules can be used for flow aggregation.
TABLE I
LANGUAGES FEATURES SUMMARIZATION

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Flow Installation</td>
<td>R</td>
<td>R</td>
<td>R</td>
<td>R</td>
<td>R/P</td>
<td>R/P</td>
<td>R/P</td>
<td>R/P</td>
<td>R/P</td>
<td>R/P</td>
<td>R</td>
<td>R/P</td>
<td>R/P</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Policy Definition</td>
<td>S</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Programming Paradigm</td>
<td>L</td>
<td>FRP</td>
<td>FRP</td>
<td>FRP</td>
<td>I</td>
<td>VL</td>
<td>ED</td>
<td>F</td>
<td>F</td>
<td>ED</td>
<td>ED</td>
<td>ED</td>
<td>ED</td>
<td></td>
</tr>
</tbody>
</table>

Legend

* = inherited

Re = Reactive, P = Proactive
S = Static
D = Dynamic and Static
I = Imperative, L = Logic, ED = Event-driven
F = Functional, FRP = Func. Reactive

Fig. 15. Language abstractions feature diagram.

proactive flow installation natively [55], [69]–[71] and languages that were implemented on top of these, inheriting the proactivity [72]–[74]. All these languages also implement the reactive approach.

B. Policy Definition

A policy is formally defined as “an aggregation of policy rules” [75]. Each policy rule is comprised of a set of conditions and a corresponding set of actions. The conditions define when the policy rule is applicable. Once a policy rule is activated, one or more actions contained by that policy rule may be executed. SDN programming languages provide high-level statements to define network policies. These policies can be triggered in two ways, statically or dynamically. We have classified the network languages according to this aspect. It is important to realize that a language can specify static policies, dynamic policies or both.

Static policies apply a fixed set of actions in a predefined way according to a set of pre-defined parameters [75]. Static policies are the most traditional method of firewalling. An example of a static rule-based policy would be to allow/deny an IP address to access a server. Other examples of static policies: social network traffic in not allowed during regular working hours; video-sharing websites are only permitted after 5:00 PM.

FML example using static policy to allow flows from TCP port 80 and IP source 10.0.0.1.

\[ \text{allow(Flow) } \iff \text{Prot} = 80 \land H_s = 10.0.0.1 \]

Unlike the static, dynamic policies are enforced based on changing conditions of the network, such as congestion, packet loss, bandwidth usage, the loss of a network device, or any external event. To support the dynamic, and sometimes the unexpected nature of the network, actions can be triggered when an event causes a policy condition to be met [75].

Many network systems have dynamic behavior, for example, intrusion detection and prevention systems detect certain sequences of events and trigger action to deny the source of these events. An example of an application using dynamic policies has been presented in Section III-B. With exception to FML [59], all the other languages allow to create dynamic policies.

C. Programming Paradigm

The programming paradigm differs the way of building the structure and elements of the computer (or network) programs. Capabilities and styles of programming languages are defined by their supported programming paradigms. Each paradigm contains a set of concepts that make it more appropriate to solve certain kind of problems. For example, object-oriented programming is more suited for applications with a large number of related data abstractions, often organized in a
hierarchy. Logic programming is well suited for transforming or navigating complex symbolic structures according to logical rules [76]. Next sections explain the paradigms found in SDN languages.

1) Imperative: The imperative paradigm can be viewed as the traditional computer programming model. This paradigm lets the programmer specify all the steps to solve a particular task. Computation is seen as a task to be performed by a processing unit that manipulates and modifies memory. Imperative languages provide controls to modify execution flow: loops, conditional branching statements and procedures [77]. The well-known imperative languages are FORTRAN, COBOL, Basic, Pascal, C, C++, PHP, Python, Java. Among the surveyed languages, only Pyretic [53], [55] uses this paradigm.

The following example is a Pyretic function to add firewall rules. The program verifies if the pair of MAC addresses mac1 and mac2 are set to True in the $self.firewall list. If so, it just prints a message on the terminal; otherwise, it sets to True in the list. As can be seen in this example, the language provides the traditional if and return conditional statements and also function and variables definitions.

```pyret`
def AddRule (self, mac1, mac2):
    if (mac2, mac1) in self.firewall:
        print “Firewall rule already exists”
        return
    self.firewall[(mac1, mac2)] = True
    print “Adding rule in %s: %s” % (mac1, mac2)
    self.update_policy()
```

2) Declarative: In declarative programming, one can specify what the program must do, without specifying how to do it [78], [79]. Probably the most known example of declarative languages is the Structured Query Language (SQL) used to query computer databases, where a query is stated, and the database engine is responsible for executing it. As sub-paradigm of these declarative languages, we have found proposals fitting in logic, event-driven, functional, and also functional reactive paradigms, or a mix.

Logic programming is a declarative paradigm based on formal logic. The language compiler applies an algorithm that scans every possible combination into a set of defined inference rules applied to the axioms to resolve queries [80]. The most known examples are Prolog [81], Answer Set Programming (ASP) [82], and Datalog [83]. Logical languages may implement recursion and negation. Recursion indicates that the algorithms can be implemented by means of recursive predicates. Negation allows users to specify negative predicates. We have perceived three languages defined as logic, based on Datalog. FML [59], FlowLog v1 [72], and Flog [63] that uses both logic and event-driven paradigms.

Event-driven programming enables the programs to respond to events. Upon receiving an event, an action is automatically triggered. The action may carry out some computation as well as give rise to some new event [84]. Generally in event-driven paradigm, there exists a hidden main loop listening to the events and dispatching the appropriate actions. The following example is a program written in the second version of FlowLog [85] to blacklist all IP address trying to use telnet protocol (TCP port 23). When a packet_in event is received, this code is executed. The program filters all packets with TCP port = 23, and then add the sender’s IP address to a blacklist.

```python`
ON packet_in(p) WHERE p.nwProtocol = 23:
    INSERT (p.nwSrc) INTO blacklist;
```

Many event-driven applications are stateless: when the application finishes processing an event, the application has not been changed by it. The opposite of a stateless application is a stateful application. Stateful are applications modified by their processed events. Specifically, stateful applications remember or maintain information between events, and what they remember can be changed by events [86]. Flog [63] is a mix between logic and event-driven. The second version of FlowLog [85], PonderFlow [65], NoF [66], and Kinetic [74] were considered event-driven languages.

Functional programming treats computation as the evaluation of mathematical functions, avoiding state changes and mutable data. Functional programming languages become stateless and provide referential transparency, meaning that the result of a function will be the same for a given set of parameters no matter where, or when, it is evaluated. Referential transparency greatly enhances modularity, as a function does not depend on the context where it is being executed [77]. Thanks to the brevity, expressiveness, and availability of sophisticated data structures and algorithms, modern functional programming languages are being used in a wide range of scientific applications, from numerical analysis to visualization [77]. As examples of functional computer programming languages, one can cite Erlang [87], OCaml [88], Clojure [89], and Haskell [90]. Among the surveyed languages, we have encountered three functional languages [57], [71], [73].

The reactive programming paradigm provides abstractions to express programs as reactions to external events. It automatically manages time and data flows and also computation dependencies. Programmers do not need to worry about the order of events. This property of automatic management of data dependencies can be observed in spreadsheet systems. A spreadsheet typically consists of cells, which contain values or formulas. If a value of a cell changes then, the formulas are automatically recalculated [91].

Functional Reactive Programming (FRP) [92] is a method of modeling reactive behavior in purely functional languages. FRP permits the modeling of systems that must respond to input over time in a simple and declarative manner. A program in an FRP language corresponds quite closely to a mathematical model of the system being implemented. The primary concepts of FRP are signals (time-varying values) and events (collections of instantaneous values, or time-value pairs). FRP achieves reactivity by providing constructs for specifying how signals change in response to events [93]. The following code is a simple Nettle [60] example to flood all network packets.

The packetIn filters only the OpenFlow PacketIn messages from the incoming message stream. For each such event, it applies sendRevdPacket flood, instructing the switch to send
the port using the action flood, which results in the switch forwarding the packet on every port except the incoming port.

\[
floodPackets_1 = \text{proc} \ \text{evt} \ \rightarrow \ \text{do} \\
\quad \text{packetInEvt} \leftarrow \text{packetIns} < \text{evt} \\
\quad \text{return} A < \text{sendRcvdPacket} \ \text{flood} \ \text{packetInEvt}
\]

Elm [94], Flapjax [95], and Yampa [96] are examples of FRP languages for computer programming. FRP has been used in five studied languages [60]–[62], [69], [70].

D. Abstractions

An abstraction is a simplified description, or specification, of a system that emphasizes some of the system’s details or properties while suppressing others. A good abstraction is one that emphasizes details that are significant to the user and suppresses details that are, at least for the moment, immaterial or diversionary [97]. Abstractions provide a good way to manage complexity [98]. The abstractions used in programming languages tend to emphasize the functional properties of the software – what is computed rather than how the computation is carried out.

In a recent work, Casado et al. have written about overall SDN abstractions [99] splitting them into the following areas: (1) network-wide structures provide abstractions to discover the topology, link fault detection, information about host locations, link capacities, and others. (2) Distributed updates propose abstractions with mechanisms that provide consistency guarantees during updates in network devices. (3) Modular composition allows programs to be decomposed into several modules. It also provides compositional functions (e.g., parallel or serial) to group these modules. (4) Virtualization decouples the application logic from the physical topology. This abstraction simplifies programs, ensures isolation, enhances scalability, and provides portability and fault-tolerance. (5) Formal verification provides tools for automatically checking formal properties and diagnosing user’s network application problems. The application of formal methods in networking was exhaustively studied by Qadir and Hasan [78]. In their survey, they present several studies focusing on formal verification, including programming languages, Data Plane and Control Plane verification, and also debugging tools.

Some abstractions raised by Casado et al. [99] were implemented in the studied languages. Figure 15 shows the abstractions reported in the studied languages. The next sections explain these abstractions, citing the languages implementing them.

Table II summarizes the abstractions provided by each language. The only language dealing with consistency updates is Frenetic-OCaml [70]. Some languages offer access control abstractions, allowing to define or delegate user permissions on network resources. Languages may also specify modular composition, allowing multiple modules to run sequentially, in parallel, or repeatedly (iteration). Abstractions to ease the flow matching were also proposed by some languages. Network virtualization can also be instantiated directly through languages constructs (virtual switches and slicing). Pyretic is the only language to propose virtual header fields and virtual stacking.

High-level abstractions to implement QoS, deal with link failure, and simplify path selection were also found in some languages. Languages also provide abstractions to facilitate monitoring tasks, by proposing a query language, windowed history, and exposing an interface to deal with external events.

1) Consistency: This abstraction enables a controller to update the forwarding state of the entire network, ensuring a packet never traverse a path during a transition between two states. Every packet is either processed with the old configuration, or the new network configuration, but not a mixture of the two [99]. With consistency abstraction, programmers can bypass the problem of verifying program invariants across network updates. They just need to verify the initial and final states [100].

There are works focusing on consistency abstractions [101]–[104] but, the consistency is performed automatically through mechanisms implemented in these solutions. Reitblatt et al. [100], [105] have extended Frenetic [61], [106], including abstractions to support per-packet and per-flow consistency. A per packet consistent update guarantees that every packet flowing through the network is processed with exactly one forwarding policy. Analogously, per flow consistency guarantees that all packets in the same flow are handled by the same version of the policy. Frenetic-OCaml has maintained support to this abstraction.

2) Security: All surveyed languages present some basic security aspects for denying or allowing specific traffic; these basic aspects were not included in the taxonomy. The existing research can mostly be classified into two main categories: network access control and attack detection and defense [7]. Attack detection and defense is usually handled through specific SDN applications [107]–[109] or frameworks [110]–[112]. Network access control can be implemented through specific solutions [113], [114], but also can be done via programming language constructs.

Access control is the function of specifying access rights to resources, which is related to information security and computer security. More formally, “to authorize” is to define an access policy [115]. The access control abstractions allow defining what services or resources a user can access. For example, in a multi-tenancy data center, it is possible to define if a user has permission to add or remove a flow in a specific switch. Authorization is useful to allow tenants to modify global network policies to suit their demands. Among the researched languages, we have reported Merlin [116] and PonderFlow [65] providing authorization. Merlin also allows delegating the authorizations hierarchically.

\[
\text{inst auth + switchPolicyOps} \{ \\
\quad \text{subject} < \text{User} > /\text{NetworkAdmin}; \\
\quad \text{target} < \text{OFSwitch} > /\text{switches}; \\
\quad \text{action addFlow()}, \text{removeFlow()}, \text{enable()}, \text{disable()}; \\
\}
\]

The previous example shows a PonderFlow [65] program for creating a positive authorization policy allowing all network administrators to add/remove flows and to enable/disable all switches in the network.

3) Modular Composition: Modularity is a useful technique for controlling the complexity of programs. Programs are
decomposed into distinct modules with precisely specified and tightly controlled interactions. Separate modules are interesting for maintainability and code reuse. By using modularity, it is necessary to specify pathways for interaction among the modules to form a complete system [117]. Building modular SDN applications requires support for composition of multiple independent modules where each module partially specifies how traffic should be handled [55]. Modules can be understood as packet-processing functions that consume a packet history and produce a set of packet histories [118]. For grouping these modules, we have identified three different modular compositors: sequential, parallel, and iteration.

Sequential composition gives the illusion of one module operating on the packets produced by another. Given two policy functions $f$ and $g$ operating on a located packet $p$, sequential composition applies $g$ to each of the located packets produced by $f(p)$, to produce a new set of packets [55]. For example, suppose the programmer has one firewall module, and another to route packets inside his network. These modules can be grouped with a sequential compositor so that the received packets will be initially processed by the firewall policies, and then be internally routed in the network. Seven languages have presented native support for sequential composition [55], [60]–[62], [69]–[71], and three have inherited it [72]–[74].

Parallel composition enables multiple policies operating concurrently on separate copies of the same packets. Given two policy functions $f$ and $g$ operating on a located packet $p$, parallel composition computes the multiset union of $f(p)$ and $g(p)$ – that is, every located packet produced by either policy [55]. For example, one module monitors traffic by source IP address, while another one routes traffic by destination IP address. By using the parallel compositor, both route and monitor functions are performed simultaneously. Among the surveyed languages, this compositor was found natively in [55], [60], [62], [70], and [71], and it was inherited by [72]–[74].

The iteration composition was found only in NetKAT [118]. This operator allows a function $f$ to behave as the union of $f$ composed with itself zero or more times. Once declarative languages do not implement loop statements, an iteration operator may be useful in some cases the function must be executed recursively, for example, a routing function.
4) Flow Matching: OpenFlow switches have flow tables, and these tables contain a set of flow entries. Each flow entry consists of match fields, counters, and a set of actions. Packet match fields are used for table lookups, and typically they include various packet header fields, such as TCP port, Ethernet source, or IP destination address. On receipt of a packet, an OpenFlow switch starts by performing a lookup in its flow tables. A packet matches a flow table entry if the packet header fields match those defined in the flow table entry [119]. SDN programming languages must provide matching abstractions; they were classified into two categories: basic matching and arbitrary wildcard.

A language is classified as basic matching when it supports the standard matching operations specified by OpenFlow. OpenFlow v1.0 provides specification to support exact match and prefix wildcard. In an exact match, the values of packet headers must be identical to those values defined in the match table. A match field may be wildcarded by its prefix (e.g., 192.168. *.*). In newer versions of OpenFlow (v1.1+), the switches may optionally support arbitrary wildcards by using bitmask (e.g., 192. *.*). The bitmasks are defined so that a 0 in a given bit position indicates a “don’t care” match for the same bit in the corresponding field, whereas a 1 means to match the bit exactly [119].

Some proposed languages were classified as basic matching [57], [59], [60], [62], [63], [65], [66], [72], [73] because they implement only the matching abstractions offered by OpenFlow.

OpenFlow v1.0 compliant switches do not support arbitrary wildcards in matching operations. Some languages present abstraction to arbitrary wildcard [55], [61], [69]–[71], [74], even if the hardware does not support it. If the switch has basic support for wildcards, then the compiler needs to generate a policy that may be larger than would be practical. For example, this wildcard 192. *.* should be converted in 256 flow entries from 192.0.10.* until 192.255.10.*. Thus, the compiler generates overapproximations that match a superset (192. *.* *) of the traffic specified by the original predicate and uses the reactive strategy (Section III-A) to send these packets to the controller [69].

5) Virtualization: This abstraction refers to the act of decoupling the service (logical) from its realization (physical) [42]. In computer science, virtualization has been used since the mainframes era. The concept of multiple coexisting logical networks has already appeared in networking, presented as Virtual LANs (VLANs), Virtual Private Networks (VPNs), Active Networks [120], and overlay networks [121].

According to Jain and Paul [11], virtualization is useful to provide: (1) Sharing – when a resource is overestimated for a single user, then it might be better to divide it into multiple virtual ones. (2) Aggregation – if the available resources are small, it is possible to create a larger virtual resource by grouping the small ones. (3) Isolation – in a shared network, enables to provide virtual “isolated slices” for the different users, preventing their information from being accessed. (4) Dynamics – enables the resources to be easier relocated, and (5) easier to manage – virtual devices are easier to manage because they are software-based and expose a uniform interface through standard abstractions. With the advent of SDN, this concept grew widely, and it is being used to virtualize many network elements such as ports, cards, switches, links, and functions (NFV) [122]. It is also used to virtualize topologies by mixing virtual and physical devices in an abstract topology. In our research, we have organized these abstractions offered by languages into two groups: topology and packet model.

Network virtualization allows multiple virtual networks to run over a shared infrastructure, and each virtual network can have a much simpler (more abstract) topology than the underlying physical network [123]. The abstract topology may consist of a mix of physical and virtual switches, and may have multiple levels of nesting on top of the real network [55]. Existing languages propose two ways to virtualize the topologies. The first topology abstraction, also named one-to-many or multiplexing [124], allows the programmers to create multiple virtual switches in the same physical device. It usually is accomplished through software switches [54], [125], [126], but this abstraction is also available in two languages [55], [118].

The second topology abstraction has been named slicing. It has different designations in the studied papers: big switch, aggregation, overlay networks, many-to-one, and slicing. In our taxonomy, we have grouped these concepts, understanding that there is no significant difference among them to justify such separation. This abstraction allows the network to be “sliced”. A slice is composed of a subset of switches, ports, and links. The packet processing on each slice is dictated exclusively by the program for that slice, not being affected by the programs for any other slices (isolation).

By slicing a network, it is possible to define which packets (or flows) will be redirected to which slice, enabling, for example, different applications to be routed through different slices. There exist many different approaches providing slicing in SDN [30], [41], [43], [127], [128]; among the studied languages, we identified four languages [55], [64], [66], [71] with this abstraction.

The packet model abstraction was found only in Pyretic. In this language, each packet flowing through the network is a dictionary [129] that maps field names to values. The dictionaries include entries for the packet location (either physical or virtual), standard OpenFlow headers (e.g., source IP, destination IP, source port), and the virtual packet fields. Programmers can also add new virtual fields on packets header, and these fields are not limited to simple bit strings, they may also be arbitrary data structures. According to the authors, this extension provides a general way to associate high-level information with packets and to enable coordination among modules. In addition to extending the packet by including virtual fields, abstract packet model also extend packets by allowing every field (including non-virtual ones) to hold a stack of values instead of a single bit string. Stacking simulate a packet traveling through multiple levels of abstract networks. For example, to “lift” a packet onto a virtual switch, the run-time system pushes the location of the virtual switch onto the packet. Having done so, that virtual switch name sits on top of the concrete switch name. When the packet leaves the virtual
switch, the run-time system pops a field off the appropriate stack.

6) Traffic Engineering: One can say that traffic engineering is concerned with performance optimization of operational networks. In general, it encompasses the application of technology and scientific principles to the measurement, modeling, characterization, and control of network traffic. Traffic engineering also includes the application of such knowledge and techniques to achieve specific performance objectives [130]. Routing optimization plays a key role in traffic engineering, i.e., finding efficient routes to achieve the desired network performance [131]. Quality of service (QoS) and resilience schemes were also considered as major components of traffic engineering [23].

Kreutz et al. [9] have identified many studies focusing on traffic engineering, most of them were classified as SDN applications. These works aim on different aspects of traffic engineering, such as QoS, load balancing, link failure, and energy saving. Akyildiz et al. classified the traffic engineering abstractions in a broader scope: flow management, fault tolerance, topology update, and traffic analysis/characterization. We have encountered languages providing abstractions to deal with QoS, link failure, and path selection.

The Quality of Service (QoS) can be defined as a set of service requirements to be met by the network while transporting a connection or flow [132]. These requirements can be expressed in terms of integrity constraints (packet loss), temporal constraints (delay), and timing restrictions for the delivery of consecutive packets belonging to the same traffic stream (delay variation) [133]. In our survey, we have perceived languages providing constructs to limit the bandwidth in terms of minimum and maximum usage. Minimum bandwidth allocates, to a specific traffic, a guarantee that the bandwidth will be more than the minimum specified value. Two languages have implemented constructs to guarantee bandwidth: FML [59] and Merlin [57]. Maximum bandwidth is also named “bandwidth cap”, and it allows the programmers to specify the maximum limit for certain flows. It was found only in Merlin.

One objective of traffic engineering is to simplify reliable network operations [130]. Reliable network operations can be facilitated by providing mechanisms that enhance network integrity, and by embracing policies emphasizing network survivability [133]. Network survivability refers to the capability of a network to maintain service continuity in the presence of faults. Some studies propose fault-tolerance on SDN-based networks [134]–[136]. FatTire [73] is the only studied language that provides abstractions to quickly change the forwarding behavior in cases of link failure. FatTire allows specifying sets of legal paths through the network, including the number of backup paths. However, it can handle only link-level failures, not supporting device failures. FatTire compiler uses fast-failover groups to calculate every possible failure and precomputes appropriate backup paths. Fast failover groups were introduced in OpenFlow v1.1+ to enable the switch to change forwarding without requiring a round trip time to the controller [119].

The last traffic engineering abstraction was called path selection. It enables programmers to define constraints on network paths, allowing to specify which paths the flows must or must not pass through the network. Path selection is being used in SDN networks to optimize load-balancing routing [137] and QoS [138]. The abstraction was primarily implemented in FML [59] by means of two language constructs: waypoint requires a flow to pass through a particular node in the network and avoid that forbids a flow from passing through a particular node.

A regular expression is a specific text string used for describing a searching pattern. It is often used for string matching, but it is also a natural and well-studied mathematical formalism for describing path selection through a graph [139]. Some network languages use regular expression to declare path constraints on sequences of network locations [73] or packet transformations [64], [71].

\[
(tpDst = 22 \Rightarrow [\text{DS}, \text{A}])
\]

This example is a FatTire program composed of two components. A security policy, given by the first line, which states that all SSH traffic must traverse the IDS; and a routing policy, given by the second line, which states that traffic from the gateway (GW) must be forwarded to the access switch (A), along any path.

7) Monitoring: One advantage of programming the network is the possibility to change its behavior due to some event, for example, changing the routing because a link becomes overloaded. To implement this, it is necessary to read information from the network. Some languages present a specific query language to gather the network data. Other languages permit to query the network considering a specific period of time (e.g., last 5 minutes). We have used the term windowed history for these window-based abstractions. Besides the languages, there are publications related to monitoring the network information [140]–[143].

Some languages present a specialized subset of constructs to query network information. This query language allows the programmers to express the statistics needed in their programs. Query language raises the level of abstraction and frees the programmers from worrying about the way the query rules are installed on the switches. It also allows the program to be split in querying information and policy specification. Query languages include constructs for filtering a set of packets in the network, grouping results by header fields, aggregating by number or size of packets, and limiting the number of values returned. This grouping is interesting, for instance, to instruct the switches to redirect certain flows to specific network functions such as Deep Packet Inspection (DPI). Some surveyed languages provide a sublanguage specifically to query the network [61], [63], [70], [85].

Another abstraction allows windowed history queries on the network. These windows can be defined in terms of time, number of packets, or packet size. Many programs need to receive periodic information about traffic statistics, for example, the programmer may use a windowed query to collect information minutely. If the language does not support this abstraction, it
would be necessary to check manually switch counters, and registering triggers to inquire the counters repeatedly every minute.

\[
\begin{align*}
\text{Select} & (\text{bytes}) \\
\text{GroupBy} & ([\text{srcip}]) \\
\text{Every} & (60)
\end{align*}
\]

This program, written in Frenetic [61], [106], looks at all traffic, groups by source IP address, and aggregates the number of bytes every 60 seconds. This abstraction was found in eight programming languages [53], [61], [62], [69]–[71], [74], [116].

We have named as **External Interface** the ability of the SDN languages to access information beyond the scope of the language. This information can include external references to SQL queries over databases, hash tables, and arbitrary code written in another language. It can also include external events originated, for example, by intrusion detection systems or authentication servers. We have identified six languages that explicitly claim to provide support to access external information and events [59], [62], [66], [69], [74], [85].

### IV. SDN Programming Languages

A comprehensive review of to date SDN programming languages is presented in this section. The languages have been described in chronological order, and their evolutions and relationships are reported. The main contributions and innovations have also been highlighted and referenced to the proposed taxonomy. Some programs have been exhibited in order to illustrate the contributions, as well as to expose the language syntax.

Figure 16 shows the genealogy of these languages. Each node represents a programming language. The relationship among them was based on the information contained in their papers, websites, and source code repositories. The dates were also estimated considering these three information sources. A language has continuity line if it has been renamed or if it provides a source code repository; in this case we have also plotted its last commit date. If a language appeared only once (publication date), it was represented by just the node, without the continuity line.

One can perceive that there are two peculiar situations: (1) FlowLog [72] was initially implemented on top of NetCore [69], but at a given time, Frenetic-OCaml [70] replaced NetCore. The approximate time of this modification is shown in genealogy with an arrow. The same happened with the (2) Frenetic-OCaml, which replaced the NetCore by NetKAT. We believe that these changes occurred due to the discontinuity of NetCore.

Table III provides an overview of the languages development state. It includes the license of open-source languages, in which language they were implemented, their repository, the last commit date, the number of commits, branches, releases and contributors. This table along with Figure 16 provide relevant information to assist researchers in choosing a language to best fit their needs.

![Fig. 16. Genealogy of SDN languages.](http://www.cs.uic.edu/~hinrichs/projects.htm)

#### A. Flow-Based Management Language

Flow-based Management Language (FML) is the first SDN programming language. It provides a high-level declarative policy language based on logic programming (Section III-C2). It relies on non-recursive Datalog with negation [83], where each statement represents a simple *if-then* relationship. In a technical report, the language was initially defined as Flow-based Security Language (FSL) [144], however, in the following publication, it was renamed to FML [59].

Information available on the author’s webpage\(^{11}\) shows that it was sold to Citrix Systems to be used as the Access Control Language (ACL) on Citrix XenServer. In the genealogy (Figure 16), we have represented FML in black, and the other designations were plotted in gray.

This language provides abstractions to statically allow and/or deny specific flows. An example of FML program expressing this abstraction was shown in Section III-B. FML also includes abstractions to redirect or avoid the flows to pass through (or avoid) a specific host, and to impose bandwidth limits on those flows (Section III-D6). It also allows policies to be written by using external information sources (Section III-D7). Parameters to specify maximum values for latency, jitter and bandwidth have been described in the language. However, they were not implemented, so they were not considered in the taxonomy.

#### B. Nettle

Nettle [60] was the second SDN programming language. Its programming paradigm is based on the principles of

\(^{11}\)http://www.cs.uic.edu/~hinrichs/projects.htm
Table III
SDN Programming Languages Development Information

<table>
<thead>
<tr>
<th>Language</th>
<th>License</th>
<th>Implemented in</th>
<th>Repository</th>
<th>Commits</th>
<th>Branches</th>
<th>Releases</th>
<th>Contributors</th>
<th>Last commit</th>
</tr>
</thead>
<tbody>
<tr>
<td>FML [59]</td>
<td>—</td>
<td>C++, Python</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Nettle [60]</td>
<td>SD-3-Clause</td>
<td>Haskell</td>
<td><a href="https://github.com/AndreasVoeslmy/nettle-gnrl">https://github.com/AndreasVoeslmy/nettle-gnrl</a></td>
<td>30</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>Jul 27, 2015</td>
</tr>
<tr>
<td>Frenetic</td>
<td>—</td>
<td>Python</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Procura</td>
<td>—</td>
<td>Haskell</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Flog [63]</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>NetCore [69]</td>
<td>BSD-3-Clause</td>
<td>Haskell</td>
<td><a href="https://github.com/frenetic-lang/netcore-1.0">https://github.com/frenetic-lang/netcore-1.0</a></td>
<td>598</td>
<td>4</td>
<td>1</td>
<td>9</td>
<td>Nov 3, 2014</td>
</tr>
<tr>
<td>FlowLog v2 [85]</td>
<td>LGPL-3.0</td>
<td>OCaml</td>
<td><a href="https://github.com/meiron/flowlog">https://github.com/meiron/flowlog</a> OCaml</td>
<td>1025</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>Apr 10, 2015</td>
</tr>
<tr>
<td>FatTire [73]</td>
<td>LGPL-3.0</td>
<td>OCaml</td>
<td><a href="https://github.com/frenetic-lang/fattire">https://github.com/frenetic-lang/fattire</a> OCaml</td>
<td>754</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>Mar 21, 2015</td>
</tr>
<tr>
<td>Merlin [57]</td>
<td>LGPL-3.0</td>
<td>OCaml</td>
<td><a href="https://github.com/merlin-lang/merlin">https://github.com/merlin-lang/merlin</a> OCaml</td>
<td>5</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>Jan 21, 2015</td>
</tr>
<tr>
<td>PonderFlow [65]</td>
<td>—</td>
<td>Java</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>NoF [66]</td>
<td>—</td>
<td>Python</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Functional Reactive Programming (FRP). The Section III-C2 has posed an example of a Nettle program reacting to packet.in OpenFlow events. According to the authors, FRP provides an elegant way to express computation in event-driven domains. The key ideas and constructs of Nettle are strongly influenced by Yampa [96], an FRP-based language used in robotics and animation.

Nettle supports discrete (event-based) and continuous (time-varying) operations. Event-based allows it to capture communication patterns to and from OpenFlow switches. The continuous behavior enables the creation of dynamic policies (Section III-B), for example traffic engineering – dynamic load balancing. Nettle has introduced the parallel and sequential composition operators (Section III-D3).

C. Frenetic

The name Frenetic was originally used as the name of a programming language. Over time, it has been used as the name of a project to represent a set of SDN programming languages. Lately the name Frenetic was used again to specify the name of a new language. To avoid misunderstanding, we have called this second version of Frenetic as Frenetic-OCaml. As shown in Figure 16, most of the existing SDN programming languages are derived from Frenetic.

Frenetic [61], [106] provides a declarative SQL-like query language (Section III-D7) for classifying and aggregating network traffic, as well as a functional reactive (Section III-C2) combinator library for describing high-level packet-forwarding policies. The combinator library is inspired on Yampa [96] and its implementation is based on FlapJax [95].

The language provides compositional constructs which facilitate modular reasoning and enable code reuse. Frenetic has innovated by providing arbitrary wildcard (Section III-D4) and windowed history for grouping information by time, number of packets, or packet size. Section III-B has presented an example of host usage being collected every minute. This example is implemented using the windowed history construct Every.

D. Procura

As well as Nettle and Frenetic, Procura [62] is based on FRP, using ideas from Yampa [96]. Despite no information was confirmed that Procura might be an extension of Nettle, given that they were proposed by the same author with similar structural characteristics, then we have considered it in the genealogy as being based on Nettle. Procura was used in various prototype deployments in campus and home networks [145].

The language incorporates external events originated from sources other than OpenFlow switches, allowing it to express policy that reacts to conditions such as user authentications, time of day, bandwidth use, or server load. Procura also provides a collection of signal functions and abstract data types that allow programmers to describe policies by using windowed event histories (Section III-D7). Both Frenetic and Procura have windowed history abstraction, but Frenetic applies this operation only to network packets or flows, while Procura allows windowed history to be applied to any event stream (OpenFlow or external) [62].

The following code is a Procura program using event history abstraction and external events. An external system collects the host usage logs every few seconds. The usageEvents is an event created to filter just the usage events from all existing events (world). Once filtered, a sliding window of five days is used to create a device usage mapping. Lastly, a grouping operation is performed, and the module returns a sum of all usage.

```
proc world → do
  recent ← since(daysAgo 5) < add(usageEvents world)
  usageTable ← group sum < recent
  returnA < usageTable
```
E. Flog

Flog [63] combines ideas from FML and Frenetic. It uses the same idea of FML by proposing a logic programming language to control SDN. From Frenetic, it adopts the idea of dividing the language in three components: a mechanism for querying network state, a mechanism for processing data gleaned from queries (or other sources), and a component for generating rules to be installed on the network switches. The authors believe that “logic programming is good for this domain because of the success of FML, and because so much of SDN programming is table-driven collection and processing of network statistics”.

Flog is the first language to be designed as stateful using event-driven (Section III-C2) and logic paradigms. Each time a network event occurs, the Flog program is executed. The execution of the Flog program has two effects: it generates some state(s) that may be used to drive the program in future execution of the Flog program is executed (on the subsequent network event). Flog’s next state is empty unless the values are explicitly carried over.

```python
# Network Events
flow(script = IP, inport = P) --> seen(IP, P)
# Information Processing
seen(IP, P) +--> learn(IP, P).
learn(IP, P) +--> learn(IP, P).
# Policy Generation
| > flood, level(0),
learn(IP, P) --> dstip(IP) | > fwd(P), level(1).
```

The previous code is a Flog program for a simple learning switch. The program monitors all the packets arriving at the switch, and groups them by source IP and inport, storing this information in the `seen` relation. In the processing phase, the information is transferred to the persistent `learn` database. The policy generation phase first generates a low priority rule that unconditionally floods all packets that arrive at the switch. Then, based on information it has learned, it generates higher priority rules that perform more precise forwarding. Specifically, for every `learn(IP, P)` fact in the persistent database, the program generates a forwarding rule that directs packets with destination IP out port P.

F. NetCore

NetCore [69] was defined as the replacement of Frenetic [61], [106] for expressing forwarding policies. This language has been used as the core language in the new version of Frenetic, written in OCaml, and also in Pyretic. According to the authors, NetCore is at the forefront by presenting formal semantics and proofs of correctness.

The following NetCore program acts as a query over the network traffic history, filtering all web traffic (DstPort = 1010000) and returning true if the total number of web packets sent is less than 10000, or if the packet p comes from a particular sender (SrcAddr = 10.0.0.1).

```python
filterWeb = DstPort : 1010000
cond (\(\sum, s, p\) = cardinality \(\sum_{10000} \) || p.SrcAddr == 10.0.0.1)
```

One contribution of NetCore is to generate rules proactively (Section III-A), instead of strictly reactively. Its compiler generates as many OpenFlow-level rules proactively as possible, otherwise it uses the reactive method. There are three main situations where the NetCore compiler cannot proactively generate all the rules it needs to implement a policy: (1) the policy involves a query that groups by IP address (or other header field) – such a query would require one rule for each of the \(2^{32}\) IP addresses if generated ahead of time, but only one rule for each IP address that actually appears in the network if unfolded dynamically; (2) the policy involves a function that cannot be implemented natively on the switch hardware; (3) the policy involves a primitive pattern that cannot be implemented efficiently on the switch hardware [70].

G. Frenetic-OCaml

Frenetic-OCaml [70] is a new version of the Frenetic language [61], [106], implemented in OCaml. It was initially used NetCore as its core language for forwarding decisions, however NetCore was replaced by NetKAT [71]. The language maintains the network query language from the previous version of Frenetic. The query language allows reading information about network state, including traffic statistics and topology changes. The run-time system handles the details of polling switch counters, aggregating statistics and responding to events. As well as its core language, it implements proactive rule installation.

Frenetic-OCaml is the only language to provide constructs to ensure, during an update, that all packets (or flows) will be processed with an old policy or the new policy, and never a mixture of them. It implements per packet and per flow consistency (Section III-D1). At the time of its publication, the language only provided the sequential composition operator. However the information on its repository shows that the parallel composition has been also implemented (Section III-D3).

```python
def repeater():
    rules = [Rule(inport : 1, [fwd(2)]),
             Rule(inport : 2, [fwd(1)])]
    register(rules)

def web_monitor():
    q = (Select(bytes) * Where(inport = 2 & srcport = 80) *
         Every(30))
    q >> Print()

def main():
    repeater()
    monitor()
```

The code above shows the composition between two modules: `repeater` and `web_monitor`. The `repeater` implements the rules to forward the traffic, while the `web_monitor` query the
amount of HTTP traffic arriving on ingress port 2. The main module simply assembles these modules into a single program.

H. Pyretic

Pyretic [53], [55] is a language of the Frenetic Project. It is the only SDN language implemented with the imperative programming paradigm. A Pyretic program is shown in Section III-C1. It provides abstractions that are embedded in Python. Pyretic uses an extension and generalization of the NetCore for specifying static and dynamic forwarding policies.

The language allows to combine multiple policies together using parallel and sequential composition operators. Pyretic integrates monitoring function through a query language just like Frenetic. Pyretic also offers a library for topology abstraction that can represent multiple underlying switches as a single derived virtual switch or, alternatively, one underlying switch as multiple derived virtual switches. The virtualization policies can be composed together with other policies, or used as the basis for yet another layer of virtualization. Pyretic also introduces an Abstract Packet Model that allows the creation of virtual packet header fields. It also holds a stack of packet field headers, instead of a single bit string (Section III-D5).

I. FlowLog

FlowLog [72], [85] was presented in two versions. The first version (for short v1), was implemented on top of NetCore. The second version (v2) uses Frenetic-OCaml for packet-handling. Both language were grouped in one single section because the most significant change has been in their syntax. The authors have implemented FlowLog as a finite state language, so it can be model checked efficiently. The language proposes a tierless abstraction for managing the three SDN tiers: Control Plane, Data Plane, and controller state. According to the authors, tierlessness simplifies the process of SDN programming and simultaneously enables cross-tier verification. FlowLog compiler presents a preprocessing function that identifies which rules should be sent to the controller (Section III-A). According to the authors, the only packets the controller needs are those that probably alter the controller state.

The syntax of FlowLog v1 [72] was inspired by Datalog non-recursive with negation [83]. In this version, the programs consisted of a set of rules, where the programmer must explicit the controller internal state, i.e., the rules to be learned (+learned) and forgotten (−learned) or a packet handling action (to send the rules to the switches). FlowLog v2 [85] was inspired by the ANQL [146], changing its syntax to a SQL-like. This version allows the creation of internal tables (controller states) and external tables (callouts to external code). Programs are composed of a set of rules. When a new event is triggered, actions may be executed to INSERT or DELETE (similar operations to +learned or −learned) rules into the controller state, or to DO an action such as forwarding a packet. Rules and triggers have an optional WHERE clause, to additional constraints. An example of FlowLog program is shown in Section III-C2.

J. FatTire

FatTire [73] is a language for writing fault-tolerant network programs. The central feature of this language is a new abstraction that allows developers to specify the set of paths that packets may take through the network, as well as the degree of fault-tolerance required. This construct is implemented by a compiler that targets the in-network fast-failover mechanisms provided by OpenFlow v1.1+ standard. This mechanism automatically responds to link failures without controller intervention. FatTire uses regular expressions to allow programmers to declaratively specify sets of legal paths through the network, as one can see in the program presented in Section III-D6.

Compilation of a FatTire policy proceeds in four phases: It (1) normalizes the input policy to a union of atomic policies (non-overlapping predicates). Then, it (2) constructs a fault-tolerant forwarding graph for each atomic policy. After that, it (3) translates the forwarding graphs to policies in Frenetic-OCaml. Last, it (4) compiles the resulting policies to OpenFlow using an extension of the Frenetic-OCaml compiler using fast-failover groups. Because FatTire compiles into Frenetic-OCaml, its programs can be used as ordinary Frenetic-OCaml programs, and can be combined using its parallel and sequential composition operators.

K. NetKAT

NetKAT [71], [118], [147], [148] is based on Kleene algebra with Tests (KAT) [149] for specifying, programming, and reasoning about networks. NetKAT semantics was inspired by NetCore, but it was extended to make it verifiable for KAT sound, (i.e., no false positives) and complete, (i.e., no bugs are missed). NetKAT was the first language to use regular expressions to describe end-to-end network forwarding paths (Section III-D6).

The example below shows a simple firewall implemented in NetKAT. The firewall allows HTTP traffic between hosts with IP addresses 10.0.0.1 and 10.0.0.2. Any other traffic is dropped.

```netkat
let firewall : policy =
< :netkat <
if ( ( ip4Src = 10.0.0.1 &&
ip4Dst = 10.0.0.2 &&
tcpSrcPort = 80 )
||
( ip4Src = 10.0.0.2 &&
ip4Dst = 10.0.0.1 &&
tcpSrcPort = 80 )
)
then $forwarding
else drop
```

NetKAT can be used to specify virtual topologies (Section III-D5) [118]. NetKAT has replaced NetCore as the intermediate language in Frenetic-OCaml. It introduces a new operator for iteration, allowing the policy to be repeated zero or more times (Section III-D3). This operator can be used, for

12In FatTire paper, authors has used NetCore as intermediate language but, the comments in the source repository specifies it was migrated to Frenetic-OCaml.
example, to encode the end-to-end behavior of the network (forwarding policies).

Beckett et al. [150] have extended NetKAT with past-time temporal operators last(a), which asks if a is true at the previous step in the history, and ever(a), which asks if a was ever true at any point in the history. In a recent technical report, Foster et al. have proposed the Probabilistic NetKAT [151], which enriches NetKAT semantics to denote functions that yield probability distributions on sets of packet histories. It adds primitives such as probabilistic choice, which makes it possible to handle scenarios involving congestion, failure, and randomized forwarding. McClurg et al. [152] have introduced stateful features in NetKAT, allowing to specify static configurations and configuration changes triggered by events at the switches. Their proposal also incorporates event-triggered consistent updates motivated by the need for the network to react to events immediately, while avoiding expensive synchronization that would entail buffering of packets.

L. Merlin

Merlin [57], [64], [116], [153] is a framework for programming network policies. It was implemented on top of Frenetic-OCaml and it includes a declarative language, infrastructure for distributing, refining, and coordinating enforcement of policies, and a run-time monitor that inspects incoming and outgoing traffic on end-hosts. The declarative language provides native constructs for specifying bandwidth limit (max) and guarantee (min). One example of this abstraction is shown in Section III-B. As well as NetKAT, it also uses regular expressions to encode forwarding paths (Section III-D6).

Merlin is a pioneer language to provide forwarding decision control to tenants, specified as sub-policies (Section III-D2). Merlin also offers a mechanism for verifying if the sub-policies do not violate global constraints. Another innovation is to allow not only switches to be programmed but also the policies specified are compiled generating low-level instructions to program a variety of elements, including middle-boxes, and end-hosts.

M. PonderFlow

PonderFlow [65] is an extension of Ponder language [154]. Ponder is a language for specifying management and security policies for distributed systems. The Ponder language does not support flow abstraction, so PonderFlow extends it by allowing to define OpenFlow abstraction rules. PonderFlow provides only constructs to allow access control, implementing authorizations and obligations abstractions.

The authorization policies define what the members of a group may or may not do in the target objects. Essentially, these policies define the level of access that users possess to use an OpenFlow switches network. One example of this feature is shown in Section III-D2. Obligation policies allow specifying actions to be performed by the network administrator, or by the OpenFlow controller when certain events occur in the network and provide the ability to respond any change in circumstances.

N. NoF

Network Overlay Framework (NoF) [66] is a framework that enables networks to be defined according to the application (software) requirements. It provides a programming language to allow application specialists to program the network. NoF implements a module to translate NoF programs to any SDN language or controller’s API. NoF also provides an interface to execute automatically commands to configure and read end-host information.

The NoF language is composed of sets of operations and services. Operations were divided into three groups: (1) Matching operations can be done on traditional network fields, and also on host information (e.g., hostname, system load, bandwidth usage, process name). (2) Timing operations allow to specify when (date/time) the services will be installed and for how long they will act on the network. (3) Query operations allow reading network state (e.g., link state, transmission errors and bandwidth usage). Services define the modifications that will be implemented on the network. The current implementation provides services to ensure bandwidth guarantees, to manage virtual overlay networks, and redirect specific flows through these overlaid networks.

\begin{verbatim}
NoF: {
operations(process_name = (“hadoop”, “hdfs”)),
services(virt.topo = (“spanning_tree_1”));
}
\end{verbatim}

In this example, NoF configures the hosts to start monitoring new connections on processes named hadoop and hdfs. Upon these processes receive new connections, the network is reprogrammed to redirect, only these new flows, through the virtual topology called spanning_tree_1.

O. Kinetic

Kinetic [74] provides a language for expressing a network policy in terms of finite state machines (FSMs). According to the authors, FSM permits to concisely capture control dynamics in response to network events and are amenable to verification [155]. States correspond to distinct forwarding behavior, and events trigger transitions between states. Kinetic’s event handler listens to events and triggers transitions in policy, which in turn update the Data Plane. Kinetic is based on Pyretic, inheriting its runtime features. Specifically, Kinetic uses Pyretic’s composition operators to express larger FSMs as multiple smaller ones that correspond to distinct network tasks (e.g., authentication, intrusion detection, rate-limiting).

FlowLog [85] also uses finite state machines reacting to events, but it implements programs in a single FSM. Kinetic allows encoding generic FSMs that can be applied to any group of packets (e.g., all packets from the same host). Each group of packets has a separate FSM instance; packets in the same group will always be in the same state. These groups of packets were called as Located Packet Equivalence Class (LPEC). Kinetic instantiates copies of programmer-specified FSMs (one per LPEC); the Kinetic event handler sends incoming events, which can arrive either from external event hookups or from the Pyretic runtime (e.g., in the case
of certain types of events such as incoming packets), to the appropriate FSMs.

1. @transition
2. def infected(self):
   3.   self.case(occurred(self.event), self.event)
4. @transition
5. def policy(self):
6.   self.case(is_true(V('infected')), C(drop))
7.   self.default(C(forward))
8. self.fsmdf = FSMDef(
9.   infected = FSMVar(type = BoolType(),
10.   init = False,
11.   trans = infected),
12.   policy=FSMVar(
13.     type=Type(Policy, {drop, forward}),
14.     init = forward,
15.     trans = policy)
16. def lpec(pkt):
17.   return match(srcip = pkt['srcip'])
18. fsmpol = FSMPolicy(lpec, self.fsmdf)

This code is a Kinetic program that implements the simple intrusion detection. The FSM has two states, (1) host is infected, and its traffic is dropped, and (2) when it is not infected, and its traffic is forwarded. Each source IP address should have a distinct FML, so it is necessary to create an LPEC per source IP address (lines 15-16). This FSM has two variables: infected and the corresponding policy. When infected is false, the policy is set to forward the traffic from that host. Upon receiving an event saying the host is infected, the variable infected is set to true and the policy is changed to drop the host’s traffic. When receiving another event saying the host is not infected, infected receives false and forwarding is assigned to the variable policy, allowing the network to forward the traffic again.

P. Another Northbound Abstractions

This section presents some other works offering northbound abstractions. We have selected some relevant efforts that, despite not having the language as a main aspect, propose frameworks or APIs to raise the level of abstraction in different areas. These works are succinctly described, ordered by publication date, exposing their key features, suitable with this survey.

Gutz et al. [156] have proposed network isolation at the language level. They have created a library in Python that allows to instantiate virtual topologies through Mininet,13 and to define isolated slices on top of these topologies. Different SDN applications can be associated with different slices. PANE [157], [158] provides a Northbound API for delegating privileges for users to request network resources (e.g., bandwidth or access control). It uses a hierarchy conflict resolution supplied by HFT [159].

Trema [160] is a framework covering the entire development cycle of programming, testing, debugging, and deployment. FRESCO [111] is another framework, but focusing on developing and deploying security services. It provides some security functions, such as firewalls, scan detectors, attack deflectors, and IDS. Maple [161] is also a framework that, through an API, allows the programmer to use a standard programming language for programming OpenFlow switches. Maple optimizer observes the algorithm execution traces, organizes these traces to develop a partial decision tree. After that, it compiles these trees into optimized flow tables for distributed switches. Maple includes the McNettle OpenFlow network controller [162] that efficiently executes user-defined OpenFlow event handlers on multicore CPUs. Maple could be considered as an imperative programming language just like Pyretic, but the authors have focused on other aspects, hindering us to classify it as a language.

NVP [44] is a network virtualization platform to manage virtual networks in multi-tenant data centers. It uses a declarative language called nlog for computing the network forwarding state. NVP users can not use this language, it was used only internally to develop NVP. Path-queries [163] is a query language implemented on top of Pyretic. It uses a regular-expression-based path language that includes SQL-like groupby constructs for counting aggregation. It provides some useful applications, including single path packet count, traffic matrix generation, and congested link detection.

Concurrent NetCore [164] was inspired in NetCore [69]. It is a programming language allowing to describes the layout of switches flow tables. Currently, the switches do not have programmable tables, but P4 has proposed them to be configured according to the user’s needs [165]. The language acts mostly in CDPI layer, providing a small number of northbound operations for specifying packet processing, plus modular composition operators. The language introduces the concurrent compositor. While parallel compositor makes copies of packets, and then performs the actions on theses copies, the concurrent compositor allows two policies to act simultaneously on the same packet, so non-conflicting actions may be executed concurrently to reduce packet processing latency.

V. Summarization and Open Issues

In this section, we have summarized the SDN languages presented in this survey. Languages were categorized into two main groups as follows: (1) specific purpose languages, aiming to solve a particular problem, providing specific operations; and (2) general purpose languages that allow a more general and wider set of operations. Such a division has enabled us to better identify how languages have evolved, regarding the studied features.

Table IV presents, in chronological order, the main contributions introduced by SDN languages. These contributions have been discussed in details in Section III. The specific purpose languages: FatTire [73], Merlin [57], PonderFlow [65], and NoF [66], were identified with an asterisk (*) in this table.

FatTire has been created for writing fault-tolerant network programs. The language permits to specify allowable backup paths to be used in case of link failure. Merlin has been designed to allow programmers to set the intended behavior of the network in terms of legal paths and bandwidth requirements (limiting and guaranteeing). The language

13http://mininet.org/
TABLE IV
MAIN CONTRIBUTIONS INTRODUCED BY THE SDN PROGRAMMING LANGUAGES

<table>
<thead>
<tr>
<th>Language</th>
<th>Main Contributions</th>
</tr>
</thead>
<tbody>
<tr>
<td>FML [59]</td>
<td>Static policies</td>
</tr>
<tr>
<td></td>
<td>External events</td>
</tr>
<tr>
<td></td>
<td>Bandwidth limits</td>
</tr>
<tr>
<td></td>
<td>Path selection</td>
</tr>
<tr>
<td>Nettie [60]</td>
<td>Parallel and sequential module compositions</td>
</tr>
<tr>
<td></td>
<td>Dynamic policies</td>
</tr>
<tr>
<td>Frenetic [61]</td>
<td>Windowed packet/flow history</td>
</tr>
<tr>
<td></td>
<td>Specific language to query the network (SQL-like)</td>
</tr>
<tr>
<td>Procera [62]</td>
<td>Windowed event history</td>
</tr>
<tr>
<td>Flog [63]</td>
<td>Event-driven programming paradigm</td>
</tr>
<tr>
<td>NetCore [69]</td>
<td>Proactive rule installation</td>
</tr>
<tr>
<td></td>
<td>Network slicing</td>
</tr>
<tr>
<td>Frenetic-OCaml [70]</td>
<td>Consistent updates</td>
</tr>
<tr>
<td>Pyretic [53]</td>
<td>Imperative programming</td>
</tr>
<tr>
<td></td>
<td>Abstract packet model (fields + stacking)</td>
</tr>
<tr>
<td></td>
<td>Topology virtualization (virtual switches and slicing)</td>
</tr>
<tr>
<td>FlowLog v.c. [72]</td>
<td>Finite-state language, amenable to model checking</td>
</tr>
<tr>
<td>FatTire [73]</td>
<td>Fault-tolerance to support link failure</td>
</tr>
<tr>
<td>NetKAT [71]</td>
<td>Uses Kleve Algebra with Tests (KAT) iteration compositor</td>
</tr>
<tr>
<td>Merlin [57]</td>
<td>Abstractions to program end-hosts and middleboxes</td>
</tr>
<tr>
<td></td>
<td>Access control and delegation</td>
</tr>
<tr>
<td>PonderFlow [65]</td>
<td>Specify language to provide access control</td>
</tr>
<tr>
<td>NoF [66]</td>
<td>Raise abstraction level to application specialists</td>
</tr>
<tr>
<td>Kinetic [74]</td>
<td>Generic Finite State Machines (FSMs)</td>
</tr>
<tr>
<td></td>
<td>Located Packet Equivalence Class (LPEC)</td>
</tr>
</tbody>
</table>

* specific purpose language

provides constructs to support time-based windows and aggregation. It also includes mechanisms for delegating sub-policies and verifying if delegated sub-policies do not violate global constraints.

PonderFlow has been designed to specifically provide access control. Its constructs enable programmers to define which users can access and modify switches information, as well as, add or remove rules in their flow tables. NoF provides abstractions to support the applications running on the top of the network. Its language provides constructs for reading and modifying host information, dealing with QoS priority, and redirecting flows through virtual topologies.

The general purpose languages were subdivided in three groups considering their programming paradigm: event-driven, imperative and functional.

The event-driven languages use the concept of states. The authors of these languages have stated that finite state machines are amenable to model checking, and also some Internet protocols [166], [167] have been implemented using state machines. Another important aspect is that the event-driven model is close to the lower level layer, and the translation to OpenFlow rules would be simpler. However, by using only finite state languages, as proposed by Flog [63] becomes impractical for two reasons: One reason is because these languages provide restricted expressive power. FlowLog [85] has dealt with this issue by combining elements from both restricted and full languages. It provides interfaces and abstractions for interacting with external programs. The second problem occurs as the size of the network increases; the large number of hosts, flows, network events, and policies may cause a state explosion. To deal with this situation, Kinetic [74] has introduced an abstraction called Located Packet Equivalence Class (LPEC). The programmer creates a generic FSM, uses LPEC to specify a division of the flow space (e.g., all flows from the same source MAC address), and maps the LPEC to the generic FSM. Kinetic instantiates multiple copies of the generic FSM, one per LPEC. Kinetic also allows composing FSMs by using the Pyretic’s inherited modular composers.

The imperative programming paradigm has been adopted by Pyretic language [53], [55]. This language has proposed network virtualization in terms of virtual switches and slicing. Pyretic also has innovated being the only language to propose an abstract packet model with virtual fields and packet header stacking (Section III-D5). Although the imperative paradigm is more prevalent for programming computers, in the context of networks, it does not seem to be the most appropriate choice, mainly due to be far from networks programming model.

The remaining languages have been defined as general purpose and functional (reactive), with one exception: FML [59]. FML was the first SDN programming language; it has included constructs for defining paths through the network, imposing bandwidth limits, and also allowing policies to be written by using external information sources. Besides FML has been implemented using the logic paradigm, we have fitted it with this group because it provides general purpose abstractions, and it has inspired some other languages in this group. Nettie [60] has introduced dynamic policies and modular composition. Frenetic [61], [106] has incorporated arbitrary wildcards, has proposed a separate language to query network information, and also has included windowed history queries. Procera [62] has extended Nettie by adding an interface to deal with external events. NetCore [69] has been at the forefront by presenting formal semantics and proofs of correctness. It has been used as the core language to express forwarding in Pyretic and Frenetic-OCaml [70]. NetCore has also innovated by proposing proactive flow installation. Frenetic-OCaml has been the first language to provide constructs to ensure consistency. Lastly, NetKAT [118] has incorporated virtual topologies, regular expression for describing legal paths through the network, and the iteration compositor. NetKAT has replaced NetCore in Frenetic-OCaml.

A. Open Issues and Future Directions

SDN programming languages have evolved, incorporating new concepts to increase the level of abstraction for network programmability. Although the languages papers do not present any clear and concise future work, there are still many open issues. This section presents some directions that we believe to be interesting as future research areas and may be implemented as new abstractions in the next generations of network programming languages.

- Programmable forwarding modes: Depending on the network topology, it may be interesting to dynamically change the forwarding mode [168]. For instance, in a
hypercube topology, packets can be forwarded by stateless devices by just applying an XOR operation between source and destination addresses. If the switches support programmable forwarding modes, new routing techniques (not based on legacy protocols) can be deployed to take advantage of topology benefits [169]. Network programmers may be interested in deciding what (e.g., coding), where (bits) to insert information into the packets and how to process them (forwarding mode). Some existing works enable switches to modify the forwarding mode [165], [170]. For instance, a packet forwarding mode might be a stateless node that forwards packets using simple MOD operation [171], or a node that processes packets based on (offset, length) tuples [172]. SDN languages should be able to incorporate the evolution of these instructions sets at Data Plane for packets processing offering appropriate higher-level abstractions.

- Libraries: Many computer programming languages have become popular because they offer the standard library as well as community-contributed extensions. These languages can be extended by simply importing modules available in their repositories. The current SDN programming languages provide constructs to deal with specific problems, or offer fundamental constructs, forcing the programmers to write even basic SDN applications. The languages still do not provide an open interface (nor repository), to allow new modules to be developed and incorporated into the language.

- Network orchestration: The presence of congestion means that the load is greater than available resources. Researchers may be interested to use language constructs to scale-up (or out) the resources in an elastic way, for example by setting the routing of some flows to be mapped into multi-disjoint paths, or dynamically enabling a spare device or communication links typically used as backups. Another strategy might be to decrease the load on congested links, by controlling the traffic rate per-flow, per switch port (e.g., traffic shaping at network borders), or on extremely heavy-load conditions to refuse new connections (e.g., controller application for connection admission control).

- Network Function Virtualization (NFV): NFV implements network functions, such as firewalls, network address translation, intrusion detection, gateways, and caching on top of commodity servers, instead of using specialized hardware. NFV provide scalability and elasticity in managing the network. There exist efforts to join SDN with NFV [122], [173], but is still an open issue introducing, in a high-level language, constructs to manage the virtualized functions.

- Network forensics: Provides means to collect information on networks devices for the purpose of discovering evidence of crimes. This is difficult to achieve because the networks deal with volatile and dynamic information. We have found recent efforts providing past-time temporal operators [150], and some isolated works focusing this area [174], [175]. One can perceive that there still exists a lack of research in SDN languages to provide constructs to deal with this area.

- Application requirements: Network needs to be aware of communication requirements imposed by applications running on top of it. Usually, the applications have a known traffic pattern that may be characterized by bandwidth, delay, jitter, and loss. These patterns are difficult to be discovered due to several aspects such as the application behavior, time scale, and so forth. However, these parameters may be used to dynamically modify the network, optimizing it for applications that are running at a given time.

- OpenFlow updates: The languages could take advantage of the new features offered by OpenFlow protocol:
  - OpenFlow v1.1 has incorporated the group tables and, the only language to use this improvement is FatTire [73]. In addition, OpenFlow 1.1 includes other abstractions enabling multicast and multipath that could be offered as constructs in the languages.
  - OpenFlow v1.2 has changed the matching to a type-length-value (TLV) structure, called OpenFlow Extensible Match (OXM) [176]. Prior versions of OpenFlow specification used a static fixed length structure to specify matching, which prevents flexible expression of matches and prevents inclusion of new match fields. This OXM matching mechanism was not availed in any SDN language.
  - OpenFlow v1.3 has included the Tunnel-ID abstraction to support a wide variety of tunnel encapsulations (GRE, L2TP, PPTP). Languages may provide constructs to facilitate tunnel creation, or to enhance tunnel-based virtual topologies.
  - OpenFlow v1.4 has added support to configure optical ports properties, which could be extended to the language level. Also, it has included a bundle mechanism, enabling to apply a group of OpenFlow messages as a single operation. The bundle mechanism enables the quasi-atomic flow table update, better synchronizing changes across a series of switches.
  - OpenFlow v1.5 has modified the bundle mechanism by adding scheduled bundles, atomic bundles, and ordered bundles. This mechanism can be used to improve the consistency abstractions provided by the languages.

VI. CONCLUSION

This paper has presented a comprehensive survey on SDN programming languages. We have focused on language-related aspects, in contrast to existing surveys that cover broader topics of the SDN architecture. First programming language dates from 2009, and we have found fifteen solutions since then, many recently published. This attests the network programmability has been an active research topic. We have presented a genealogy showing the chronological evolutions and relationships among these languages.

We have presented the SDN architecture, exposing the different programming levels, comparing, and commenting their
differences. SDN applications were implemented to show some advantages in using a programming language. The drawbacks when the networks are programmed without a language were also considered.

The surveyed languages reveal a broad range of features, but at the same time, there are a considerable amount of intersections among them. We also notice the lack of a consensus on the terminology used in abstractions provided by these languages, which often makes extremely hard to compare and classify them. It has motivated us to carefully investigate the languages main features, in order to propose a taxonomy. We have observed a couple of central contributions, which have been incrementally extended, e.g., Proactive Flow Installation (Section III-A), Modular Composition (Section III-D3), Windowed History (Section III-D7), and so forth. We have identified nineteen different features, divided into ten categories. Our taxonomy has led to a coherent view on the state-of-the-art of network programming languages, as well as the open research issues. There is a wide scope for researchers to offer new abstractions and also to contribute to the advance of NBI standardization.

We hope our taxonomy may collaborate in the NBI standardization. This survey can be useful as support for users and researchers to better understand the existing SDN programming languages, allowing them to choose the language that best fit their requirements.
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