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EXECUTIVE SUMMARY 

This Deliverable reports the first results of five FUTEBOLôs experiments. These initial results address 
a range of issues that span wireless and optical networks. Those issues include: spectrum sharing in 
the 3.5 GHz band, network management and real-time robots control using the SDN approach, and 
monitoring/processing data from IoT devices. 
 
The experimentsô results reported in this deliverable display a wide range of capabilities available in 
FUTEBOL research facilities for use of partners and third-party experimenters in converged 
wireless/optical networks. These experiments will continue towards the end of the project and the final 
results will be presented in D5.2. 
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1 INTRODUCTION  

The FUTEBOL project is establishing research facilities (testbeds) in both Europe and Brazil to 
advance research and innovation on the convergence of wireless/optical telecommunication networks. 
This may lead to enhancements to commercial products and services, telecommunications business 
models, and education, thus generating a positive impact on society. 

To this end, the project focuses on three use cases of relevance to researchers in industry and academia 
working on the design and development of future communications networks. Each of those use cases 
has its own showcases mapped into tangible experiments.  

As elaborated in deliverables D2.1 and D2.2 the use cases and experiments considered in the project 
are: 

Use case 1: The impact of broadband wireless and Dynamic Spectrum Access on optical 

infrastructure  

Å Experiment 1 ï LSA/SAS for extended LTE capacity with E2E QoE. 

Use case 2: The design of optical backhaul for next-generation wireless  

Å Experiment 2.1 ï Heterogeneous wireless-optical network management with SDN and 
virtualization  

Å Experiment 2.2 ï Real-time remote control of robots over a wireless-optical SDN-enabled 
infrastructure 

Use case 3: The interplay between bursty, low data rate wireless and optical network 
architectures 

Å Experiment 3.1 ï Adaptive cloud/fog for IoT according to network capacity and service 
latency requirements 

Å Experiment 3.2 ï Radio-over-fibre for IoT environment monitoring. 

 

The reporting of the initial results for each experiment is structured in the following way: 

 

¶ Objectives ï presents and details the main objectives to be achieved by the experiment; 

¶ Showcase set up ï elaborates on the testbed configuration and steps that need to be fulfilled in 
order to effectively set up the experiment; 

¶ Control framework  ï describers the integration of the experiment in the FUTEBOL 
federation and control framework; 

¶ Initial results  ï presents initial experimental results using FUTEBOL testbeds; 

¶ Next steps ï outlines the next steps being taken by the consortium partners towards the final 
the implementation of each experiment. 
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2 EXPERIMENT 1 ï LSA/SAS FOR EXTENDED LTE CAPACITY WITH E2E 

QOE 

2.1 Objectives of experiment 1 

The main objective of this experiment is to test the protocols and interfaces of a new spectrum sharing 
model SAS (Spectrum Access System), and quantify its performance in terms of end-to-end (E2E) 
QoE, considering the wireless and the optical domains of the network infrastructure. The experiment 
uses the LSA/SAS testbed provided by VTT in Finland. The results of the experiment will be used to 
reinforce links with the Brazilian regulatory agency - Agência Nacional de Telecomunicações 
(ANATEL) ï bringing the view of a more flexible and heterogeneous spectrum management for 
digital inclusion in Brazil. 
 

LSA vs. SAS spectrum sharing models 

In the United States, an approach to spectrum sharing that has been gaining traction is the Citizens 
Broadband Radio Service (CBRS) governed by SAS (Spectrum Access System), in the 3550ï3700 
MHz band. Incumbent users have the highest priority in terms of spectrum access and protection 
against interference from other users at any location and time. While LSA is a two-tier model, SAS 
has three tiers, including the General Authorized Access (GAA) tier, to facilitate opportunistic 
spectrum use. Priority Access (PA) users are allocated to exclusive channels and protected from other 
PA and GAA users. In the GAA tier, multiple users can use a given channel, and thus there is no 
interference protection. 
 
Compared to LSA, SAS allows a more dynamic and complex sharing model, which is likely to 
promote competition and foster innovation. SAS is also more likely to provide more efficient spectrum 
utilization and better support for the deployment of small cells. Small cells with low-power 
communication enable smaller exclusion zones, thus providing more spectrum optimization 
opportunities than macro sites. A major difference to the LSA concept is that SAS uses spectrum 
sensing in obtaining information about the current spectrum use.  
 
To meet the mission-critical requirements of military incumbent users, it is required that sensing is 
used in and adjacent to the 3.5 GHz band to detect incumbent radar activity in coastal areas and near 
inland military bases. Confidentiality of the sensitive military incumbent user information is ensured 
through strict operational security requirements and corresponding certification of the sensing 
elements, as well as with operator authorization. Similarly, as in LSA, at the core of the SAS concept 
is a database system. Incumbent users may provide spectrum usage information, such as duration of 
the use and operational parameters such as transmitter identity, location, antenna height, transmission 
power, interference tolerance capability and protection contour, to be included in the database. SAS 
can use either a database or a database-plus-sensing approach to identify the available spectrum 
opportunities. 
 
Previous studies on the SAS development have focused on the technical and theoretical aspects of the 
research work. In order to start practical testing and trials of the SAS concept, design and 
implementation are also important. Recent publications discussing architectural considerations of SAS 
include [1] and [2]. In addition, a messaging protocol for the SAS operation has been proposed in [3]. 
Currently, several member companies and research organizations of the Wireless Innovation Forum 
(WInnForum) are jointly developing interfaces, protocols and messaging formats for SAS. Some of 
the specified requests enable spectrum inquiries, granting permissions to use spectrum, and spectrum 
relinquishment between SAS and CBRS devices (CBSDs) 
 
What is currently missing in the SoA are analyses of the dynamics and time domain performance of 
SAS. Previous work has focused more on spatial and frequency domain considerations. One of the 
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most important performance indicators is the evacuation time from the first indication of incumbent 
use in the same band and location to the time the band is cleared of any interfering secondary systems 
such as LTE base stations. In the case of an informing incumbent, the evacuation time determines how 
much in advance the incumbent user needs to declare its intention to use the spectrum at a certain 
location to avoid interference. In the case of sensing, the evacuation time is directly linked to the 
detection requirements. 
In this experiment we use the recent standard specifications from WInnForum [3] [4] [5] to study the 
SAS operation with a focus on the evacuation and reconfiguration performance. The system is 
implemented and evacuation and reconfiguration time values are measured and analysed in a live 
commercial network environment. It is important to carry out field tests to prove that the relevant SAS 
requirements can be met using commercial networks and systems.  

2.2 Showcase set up 

SAS reference architecture 

 
Figure 1 illustrates the high-level SAS architecture, which has been defined in the WInnForum [3]. 
The reference architecture shows the main components and interfaces needed in defining the 
messaging protocols. The main component of the reference architecture is SAS 1, which determines 
the available frequencies and assigns them to different CBSDs and determines the maximum 
transmission power limits at given locations. It also enforces exclusion and protection zones around 
incumbent users. In the US, these incumbents include U.S. Department of Defense shipborne radars 
operating in coastal areas and non-federal Fixed Satellite Service (FSS) earth stations. To protect FSS 
earth stations, the Federal Communications Commission (FCC) has adopted a rule requiring satellite 
operators to register their stations annually [6]. In the case of shipborne radars, the SAS uses 
information from Environment Sensing Capability (ESC) devices to ensure that CBSDs operate in a 
manner that does not interfere with the incumbent users but still facilitates information exchange 
between multiple SAS servers.  
 
There are two types of CBSDs in the CBRS/SAS concept. Category A devices correspond to lower 
power access points and femtocells, whereas Category B devices correspond to point-to-point and 
point-to-multipoint types of architecture. Category A devices can operate by using database only or 
with ESCs, which are dedicated devices to detect incumbent radar activity. Category B operation 
always requires an ESC. Because power limitations in the trial license at VTT, in this FUTEBOL 
experiment, we focus on the LTE small cell operation, i.e., Category A CBSDs. 

 

 

Figure 1 - SAS system architecture [14]. 
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SAS protocol  

An important objective of this experiment is to validate the standards and the protocols that support 
spectrum sharing. The SAS to CBSD signaling protocol has been defined in [3] [4] [5]. The protocol 
specifies the messages and their content and sequences needed to register a device to an SAS, obtain 
permission to transmit, and to stop using allocated resources. The reconfiguration process includes the 
evacuation of the granted channels and configuring the associated CBSDs to another frequency band. 
The communication between ESC, SAS and CBSD/DP (DP- Domain Proxy) components related to 
the reconfiguration process is depicted in Figure 2. The messages of the SAS protocol are defined as 
follows: 
 

 An ESC alert informs the SAS of the appearance of an incumbent user. There is a time limit 
from an ESC alert to the SAS to confirm that the interfering CBSDs have vacated the 
spectrum. The CBSDs must cease transmission and move to another frequency range or 
change their power level within the time limit following instructions provided by the SAS.  

 A heartbeat request from a CBSD informs that the CBSD begins or continues using the 
allocated spectrum. If the SAS does not receive a heartbeat within a certain period, it will 
assume that the CBSD is no longer operating in the granted spectrum. Similarly, CBSDs 
require a heartbeat response to be able to operate in the allocated spectrum. 

 A heartbeat response allows the SAS to confirm, modify, suspend or terminate a grant and to 
change the heartbeat interval. A CBSD is authorized to use the spectrum during the time 
interval defined in the latest heartbeat response message. A grant may be suspended if an 
incumbent user such as a naval radar arrives in the neighborhood. If an incumbent user such as 
an FSS station moves into a neighborhood to stay, the grant may be permanently denied.  

 A CBSD can request spectrum from the SAS at any time by sending a grant request. CBSDs 
may also initiate a spectrum inquiry procedure to check from the SAS spectrum availability 
for one or more frequency ranges. A spectrum inquiry does not guarantee channel 
availability but provides a good indication of that. However, this information is useful to be 
included in a grant request in order to enhance the resource allocation optimization. CBSDs 
may also request access to a specific channel based on network planning. After receiving a 
grant request, the SAS then performs a channel interference assessment to determine if the 
requested frequency range is acceptable. 

 A relinquish request can be sent to notify the SAS that the CBSD no longer uses the 
allocated spectrum. The SAS answers with a relinquish response, and the freed spectrum can 
be reused. 

 

In this experiment, we measure the time intervals of the operations needed to evacuate the channel 
when the SAS denies an existing grant. The evacuation procedure fulfilling the specifications is 
depicted in Figure 2. First, the CBSD is in the Authorized state, transmitting on the granted spectrum. 
The SAS receives an ESC Alert, which means that the sensor system has detected an incumbent use, 
and then determines which channels are affected by the incumbent use. The SAS then delivers all the 
CBSDs transmitting on those channels a heartbeat response, denying the use of those channels. The 
CBSDs/DP then switch off the radio transmissions accordingly. The CBSDs go in a Registered state in 
which they connected to the SAS but cannot use the radio without the allocated spectrum. Each 
CBSD/DP may send a new grant request to the SAS to gain access to an alternative frequency. 
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Figure 2- CBSD reconfiguration protocol after receiving an ESC Alert. [4] 
 

Measurement Setup 

The setup for this experiment is depicted in Figure 3. The three main building blocks (Radar Sensing 
System, LTE 3.5 GHz network and the Spectrum Access System) are detailed below. 
 

 

Figure 3 - SASôs experiment setup [14].  
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Radar Sensing System 

The used radar sensing system, depicted in Figure 4, consists of a radar signal simulator (RSS), a 
spectrum-sensing receiver (SSR) and a sensing software algorithm called Sensor Commander. To 
avoid the need to have real naval or maritime radars operating in the area, the RSS is used to generate 
radar signals based on R2-ESC-01 in [7] with the following specifications: 
 

 Pulse repetition frequency 1 kHz 
 Pulse width 0.9 ɛs 
 Antenna scan rate 15 RPM 
 Antenna beam width 1.8 degrees 

 
The RFeye spectrum sensing device is used to sense the radar signals. The power level values (dBm) 
are recorded with a frequency resolution of 19.531 kHz over the 20 MHz bandwidth in the SAS band. 
The occupancy scan is performed every 45 seconds. The developed ESC software processes the 
occupancy data by detecting and recording power levels higher than -90 dBm. The bandwidth, power 
level and center frequency of the findings are stored. 
 

 

Figure 4 - Radar sensing system emulator. 

LTE 3.5 GHz indoor network 

The CBRS trial environment consists of three 3GPP Release 10 LTE-Advanced compliant base 
stations, a radio access network, a management system and a core network. Commercially available 
Flexi Multiradio time-division (TD)- LTE 3.5 GHz base station at 3GPP spectrum band 42 (3.4ï 3.6 
GHz) are used and equipped as Category A low-power access points for indoor usage. The radios are 
located inside an office building, as shown in Figure 5. Two of the CBSDs are connected to a 
commercial Network Management System (NMS) and are managed by a DP (Domain Proxy). One 
CBSD is equipped as a standalone CBSD, having the core network functionalities required to operate 
(Lite-EPC) and control (SAScontroller / BTS_tools) locally. The regulatory authorities have granted 
an indoor trial license to use the 3.51ï3.59 GHz band for field trial purposes. 
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Figure 5 - LTE CBSDôs in field trial network. 

Spectrum Access System 

To provide capabilities for SAS field trial, multiple SAS functions are combined. The SAS component 
is implemented on a Java Spark server on Linux with HTTPS REST API for DPs and CBSDs. The 
SAS algorithm, Spark server, ESC, LTE base stations, LTE network and DP are located around 
Finland. The most important functions the SAS provides in the field trial are as follows: 
 

 SAS Repository: The SAS repository is a database that gathers data about the spectrum use in 
the area of interest, including CBSDsô operational parameters such as identification, location, 
antenna parameters, transmission power, and used channels. The SAS repository stores all the 
information required by other key components for channel allocations and interference 
management in the network. 

 ESC: The ESC consists of networks of sensors that detect the presence of signals from 
incumbent systems in the band and communicate that information to the SAS to facilitate 
protection of operations in the band. The ESC module used in this experiment combines 
information from the sensing system and sends ESC alerts to alert the SAS to start an 
evacuation process. 

 CBSD manager: The CBSD manager follows the protocols defined in the SAS-CBSD 
protocol [3] specification for DPs and CBSDs to access the SAS. It handles SAS requests, 
creates responses and updates the SAS repository. In the field trial, the SAS implementation 
also supports the development of alternative SAS algorithms in order to test different channel 
allocation methods. 
 

 SAS algorithm: The basic idea of the algorithm is to control interference, minimize the number 
of channel changes and use the SAS band efficiently. First, the algorithm checks the activity 
report for existence of incumbent users. If incumbent use is detected, the algorithm then 
denies the grants of any overlapping CBSDs. Second, the algorithm allocates the available free 
channels to CBSDs in the order they send their grant requests.  

 

2.3 Initial results  

In this experiment we have conducted a performance analysis of the CBSD evacuation and subsequent 
frequency change procedure in a live LTE test network. The purpose was to find out the total 
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evacuation time in the field trial and record the processing times in each component, so we divided the 
overall procedure into several steps based on field trial key component boundaries. The steps are 
shown in the timeline in Figure 6. 
 

 

Figure 6 - Timeline of the evacuation and frequency change process [4]. 

In order to measure the evacuation and frequency change times we performed ten consecutive 
measurements using the above-described setup to define the time needed to perform each step in the 
process composed of the evacuation phase and the frequency change procedure. The heartbeat interval 
was set to 20 seconds. We had two base stations online behind a DP, and we measured the duration of 
the evacuation and reconfiguration process using a single base station. 
 

Table 1 Evacuation measurement points, time in seconds. 

 

As can be seen from Table 1 on the evacuation procedure, the most time-consuming part of the 
procedure is deactivating the base station by the NMS (Network Management System). This step takes 
on average around one minute and 20 seconds after the base station has lost the grant. Until the 
channel is freed, the evacuation takes 88 seconds on average. Time instant T6 was monitored by using 
a spectrum analyser. 
 
The total evacuation time is 103 seconds on average; this also covers the completion of the NMS 
configuration command with additional checks to validate the configuration success or failure overall. 
At this point, the NMS can confirm the band is evacuated. 
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Table 2 Reconfiguration, frequency change time in seconds. 

 

Time instant T3 shows that the SAS algorithm delay is on average 10 seconds, which is too large for 
the algorithm run. This delay includes additional four seconds spent on synchronization, networking 
and queuing delays due to a slow message passing protocol, and the algorithm is actually run once for 
both grant requests. The algorithm delay could be optimized to 1ï2 seconds by running the algorithm 
locally and processing the grant requests in a single algorithm run. Time instant T4 also includes at 
most the heartbeat interval until the SAS can communicate the grant denial to the DP in the next 
response. The SAS can alter the heartbeat interval, but here it was fixed to 20 seconds. 
 
The reconfiguration and frequency change of the base station begins right after the evacuation once the 
DP sends the grant request. Time instant T9 includes running the SAS algorithm to select a new 
frequency for the base station. T10 includes the first heartbeat request and response after a successful 
grant response and before the CBSD can turn on the radio. The T11 configuration command starts at 
the same time and continues on average for 80 seconds after the heartbeat response. Time instant T12 
was inspected on-air by using a channel analyser at the site. T13 indicates the time when the DP 
communicates to the SAS that the base station is transmitting. Most time in reconfiguring the CBRS 
system (Table 2) to operate in new bands is spent on unlocking the base station. Based on our 
measurements, it takes from an ESC alert until the frequency change process is completed on average 
around three minutes and 30 seconds, and less than four minutes in the slowest case. 
 

It should be noted that actual NMS command delays depend on the base station manufacturer and 
model, selected evacuation type, and load of the NMS during the measurement. Manufacturers have 
their own LTE access, management and core network systems with different characteristics. In the 
case of informing incumbents, graceful shutdown can be used when the MNO knows well beforehand 
the need for evacuation. Graceful shutdown lowers the RX power in the base station in small steps, 
and the terminals initiate handover to a neighbor cell based on the handover trigger levels. The latest 
versions of base stations provide an option to change frequency ñon the flyò with radio on. In this case 
the terminal will start the cell reselection automatically. 
 

The FCC rules allow up to 300 seconds (5 minutes) after the ESC communicates that it has detected a 
federal incumbent user for the SAS to confirm suspension of any CBSD in the band. The FCC has not 
specified how the 300 seconds can be divided for the SAS to process messages, communicate with 
CBSDs, etc. That is up to each implementation. Based on our measurements, we can confirm that the 
SAS protocol operates well and fulfills the above requirements. The achieved evacuation time totals 
around 90 seconds when using the base station locking procedure, which means that the band is 
cleared well before the required five-minute time limit. The total reconfiguration time, including the 
frequency change and continuing operation in a new channel, takes at most four minutes based on our 
measurements. 
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2.4 Control framework application  

In this section we explain the application of the Control framework in the LSA live demo presented by 
FUTEBOL in the CROWNCOM 2017 conference. The demo setup is shown in Figure 7. 

 

Figure 7 - FUTEBOL LSA demonstrator at CROWNCOM17. 

The LSA demo consisted of two eNB controllers running in machines connected to real base stations 
in Oulu and Ylivieska and one LSA controller running in a server machine in Oulu. The coexistence 
scenario is visualized in the GUI representing the eNBs and the incumbent users in their real location 
and showing their state (using spectrum / not using spectrum) as illustrated in Figure 8. 

 

 

Figure 8 - GUI of the FUTEBOL LSA demonstrator at CROWNCOM17. 

The Control framework automatically controls the secondary users of the spectrum, protecting the 
primary users from interference. The Control application consist of single LSA controller running in 
the server machine and multiple eNB controllers running in machines connected to one or more base 
stations. The LSA controller has connection to the LSA repository which provides information on 
spectrum availability (Figure 7). The first thing that the eNB controller does when it is launched is to 
connect to LSA controller and send registration message containing base station identification, 
location and antenna parameters. Then based on registration information, the LSA controller runs a 
spectrum selection algorithm and check the spectrum availability from the LSA repository. If available 
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spectrum is found, the LSA controller sends eNB controller request to start using that spectrum. The 
eNB controller is then responsible for commanding the eNB to change the frequency and unlocking 
the cell. The LSA controller keeps polling the LSA repository and sends an evacuate request to the 
eNB controller when it finds that the incumbent user is starting using the same spectrum.  

Below are some considerations about the integration with the FUTEBOL framework: 

Å Experiment 1 uses real LTE base stations with a trial license from the Finnish regulatory 
authority, therefore only a limited set of configuration parameters can be changed through the 
federated service. 

Å The LTE base stations are not available all the time, due to power consumption and produced 
heat. To provide testbed through federation require reservations well ahead of the actual 
testing ï human involvement might be required for provisioning the testbed (e.g., to turn on 
the base stations). 

Å VTT is currently working on the detailed conditions on which external experimenters can use 
the LTE testbed.  

 

2.5 Next steps  

Experiment 1 has demonstrated a SAS (Spectrum Access System) using a live LTE network in the 3.5 
GHz band. The latest WInnForum specification guided the implementation of the relevant protocols 
for SAS operation. Here, we evaluate the performance of the Citizens Broadband Radio Service 
(CBRS) approach by using one of the most important performance indicators in a spectrum sharing 
scenario ï the evacuation time. It indicates how rapidly the secondary user relinquishes the shared 
spectrum band to the primary user. Following the applied protocols, we measure and analyze the time 
scales for the evacuation and frequency change procedures in a field trial environment. This 
experiment shows that the set time limits for the protection of primary users against interference are 
realistic when using commercially available mobile networks and equipment.  

This experiment will be extended in the following directions:  
 

 Test TDD-FDD Carrier Aggregation in the 3.4-3.8 GHz band to boost the DL throughput in 
small LTE cells. This scenario is aligned with the 5G vision for spectrum use. 

 Measure the impact of spectrum sharing in the perceived QoE for E2E video and web 
services, considering radio access and core networks using the VERONA tool (Video 
Environment for Real-time Objective and subjective Network Analysis), provided by UFRGS. 

 Simulate a LSA or SAS mode including RRM strategies for a Brazilian scenario. 

 Present to ANATEL the outcome of the experiment, so to discuss the LSA and SAS/CBRS 
approaches as an alternative to promote a more efficient use of radio spectrum in Brazil. 
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3 EXPERIMENT 2.1 ï HETEROGENEOUS WIRELESS-OPTICAL NETWORK 

MANAGEMENT WITH SDN AND VIRTUALIZATION 

This experiment focuses on heterogeneous network management with SDN and network 
virtualization. In particular, we are looking at the possibility of integrating wireless and optical 
networks for joint control and management. This experiment has been divided into three stages, which 
are: 1) Split radio processing; 2) Network Functions Virtualization (NFV); 3) D2D and Coded 
Caching. We have been working on individual experiments on each stage, as well as integrating 
multiple stages together in order to build joint showcases involving multiple testbeds from different 
project partners. 

3.1 Objectives of experiment 2.1 

The objectives of experiment 2.1, proposed in D2.2, are the following:  

1. Demonstrate new methods of dynamically changing the split of radio functionality, 

between fronthaul and backhaul, in a Cloud Radio Access Network (RAN) environment.  

TCD is planning the demonstration of dynamic fronthaul/backhaul technology switching with LTE 
network running on a Passive Optical Network (PON). This experiment is the ultimate target for the 
end of this project. In year 2 of the project, we implemented the backhaul network and fronthaul 
network through PON individually, with the support of an LTE software based on Software-Defined 
Radio (SDR), and a BBU pool based on virtual machines (VMs). 

2. Demonstrate the impacts and benefits of deploying a common control plane for 

heterogeneous networks, with wireless SDR elements and fixed SDN elements. 

To support the demonstration of a common control plane for Software-Defined Radio (SDR) and 
Software-Defined Network (SDN), TCD is in the process of integrating their mobile access network 
testbed (with PON and LTE base stations) together with UNIBRISôs optical core network testbed. 
TCDôs PON testbed will  transmit mobile fronthaul traffic and background wired network traffic using 
the same fibre. The fronthaul bandwidth is controlled by TCDôs RYU-based SDN controller. TCDôs 
SDN controller is designed to be orchestrated by UNIBRISôs ABNO orchestrator, which is a core 
element of FUTEBOL control framework. A demonstration is planned to show how the ABNO 
orchestrator manages to control both radio parameters at TCDôs testbed and optical transmission 
parameters at UNIBRISôs testbed at the same time. 

3. Demonstrate the benefits and impacts of using new methods of dynamically migrating an 

application server near to end-users, depending on application demand. 

The dynamic migration of services is a research topic that has been led in the project by UFRGS. 
More specifically, in this first initial stage of experimentation, we have tested and demonstrated the 
migration of a video service between two separate regions. These tests were intended to adjust the 
service according to the demand from clients in each region. The main idea is to bring the service 
closer to the region that requires more bandwidth consumption, trying to improve the quality of 
experience for the majority of users. The development includes an orchestrator that runs an algorithm 
based on monitoring information received from each region. The algorithm decides what is the best 
placement of the service, and migrates it accordingly. The migration mechanism includes the 
integration with FUTEBOLôs Container Orchestration and Provisioning Architecture (COPA), which 
manages the lifecycle of services. Also, COPA provides a REST API for the orchestrator to collect 
monitoring data, and provides an interface for triggering the migrations between hosts. The 
experiment was performed using the COPA federated in UFRGS testbed. Throughout the rest of this 
section we describe in more detail the setup and results associated with this objective. 

4. Explore the tradeoff between network load gains and processing delay introduced by 

coded caching.  
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The creation process of a D2D group has already been implemented successfully in the UFMG testbed 
and is being prepared to be integrated with the coded caching part, which is the main focus of this 
objective. By the end of Year 2 of the FUTEBOL project, UFMG and UFC were in the final phase of 
implementation of a demonstrator which aims to accomplish this objective. The coded caching is 
implemented as a middleware layer managing the VLC server and client, with the capacity of coding 
and decoding the video chunks. 

5. Explore how device-to-device (D2D) communication as well as coded caching may be 
used to alleviate the operator's network, and how such dynamicity will impact the management 

of the optical and wireless parts of the network.  

This objective is closely related to Stage 3, and is being developed by UFC and UFMG. One crucial 
point that also has been set for such objective, was to observe the tradeoff between the performance 
gains with the use of D2D and coded caching and the impact of those techniques in the management of 
the optical and wireless parts of the network. 

Given the above point, and considering the current infrastructure of the testbeds for each partner 
involved in the experiment (UFMG/UFRGS/TCD/UNIVBRIS), as well as the approaches adopted in 
each stage, we decided to focus primarily on optimizations in the D2D/coded caching 
implementations. 

Since Stage 3 involves the employment of D2D and coded caching in an operatorôs network, one 
mandatory task in order to accomplish this objective is the emulation of a 4G infrastructure and its 
successful integration with a D2D group. By the end of Year 2, we have successfully emulated a set of 
4G User Equipment (UE) connected with a 4G evolved NodeB (eNB), all through the use of a set of 
USRPs and miniPCs available in the UFMG testbed. In some cases, the miniPCs running the UEs 
were also connected through a D2D group, with the employment of Wi-Fi Direct. We observed the 
performance improvement that can be achieved when a set of files is downloaded with the use of D2D 
and 4G in a cooperative manner. More details about the use cases are given in Section 3.2 and results 
are presented in Section 3.4. 

Finally, it is worth mentioning that the complete accomplishment of this objective depends directly on 
the conclusion of the fourth objective, since there are software dependencies between them, for 
example, the successful integration of D2D and coded caching implementations. 

3.2 Showcase set up 

The showcase in this Experiment 2.1 consists of 3 stages, which are the following: 

Stage 1 - Split radio processing 

Stage 2 - Network Functions Virtualization (NFV) 

Stage 3 - D2D and Coded Caching 

These 3 stages for the showcases are designed to map to the previously introduced objectives. During 
the implementation, we first work on individual experiments separately in different stages and then we 
proceed to integrate multiple stages together. The following text reports the progress in each stage and 
the showcase set-ups. 

Stage 1 - Split radio processing 

In this stage of showcase we focus on building a Cloud Radio Access Network (C-RAN) testbed, and 
integrate an optical network with an LTE network using SDN and SDR technologies. C-RAN is one of 
the promising network architectures for next-generation mobile communication. The idea of C-RAN is 
to integrate multiple Baseband Units (BBUs) for signal processing in centralized BBU pools, in order 
to manage the utilization of processing resources more flexibly and in a more energy-efficient way. 
The optical network between BBU and RRH is referred to as the mobile fronthaul. In this stage of the 
experiment, we are working on the fronthaul control and management. 
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Flexible bandwidth mobile fronthaul implementation with PON and SDN 

TCD has implemented the BBU pool for LTE networks on a cloud-based testbed, using open-source 
software srsLTE, and federated the virtual machine (with BBU) and USRP X310 to the FUTEBOL 
testbed. Furthermore, TCD has implemented the mobile fronthaul by separating the location of BBU 
pool and RRH and connecting them with a PON. The RRH is located at the ONU side and the BBU 
pool is located at the OLT side. The I/Q samples are transmitted over the PON. 

I/Q samples transmission over the PON consumes a huge amount of optical fibre bandwidth. This may 
become a problem especially when this PON is shared with other services, e.g. fixed broadband 
services. To solve the PON bandwidth management issue, TCD has proposed a flexible fronthaul 
scheme with a testbed prototype introduced in Figure 9. Wired broadband services (a.k.a., background 
traffic) and mobile fronthaul services (a.k.a. foreground traffic) share the same PON. The bandwidth 
for transmitting the wireless I/Q samples in the fronthaul is adapted to foreground traffic load, by 
changing the sampling rate on the RRH. We implement this using USRP X310 and open-source 
software srsLTE. We have also implemented an SDN controller to control the integration of 
background traffic and foreground traffic, using an event-triggered scheme shown in Figure 10. 

This work has been accepted for publication in the Optical Fibre Conference (OFC) 2018 [8]. Based 
on this work, TCD is working on the dynamic switching between mobile fronthaul and backhaul. This 
work is planned to be implemented in Year 3 of the project.  

 

 

Figure 9 - LTE-PON fronthaul testbed set up at TCD [8]. 

 

BBU pool resource management by user behavior detection 

TCD has developed a Wake-on-RRH approach for dynamic energy saving in heterogeneous C-RAN 
networks by switching BBUs from sleep mode to operational mode, depending on changes in data 
traffic demand. To wake up BBUs, Wake-on-LAN (WoL) packets are sent by the Remote Radio Head 
(RRH). Aiming at compliance to current LTE standards, the design and implementation of these 
prototypes has the potential to be applied to a larger scale C-RAN architecture in next-generation 
commercial mobile networks, including, but not limited to, 5G networks. 

Figure 10 shows the block diagram of our scheme. We implement a user-detection scheme on the 
RRH to detect a user connection request, by detecting the RACH message sent by the LTE users. The 
detector is a FPGA implementation based on Xilinx IP core. We multiplex this IP core with the part of 
the PHY layer BBU functionality and embed it in a USRP X310. When there are no users, e.g. during 
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the night, the host machine of the BBU is sleeping. When the detector detects an RACH message sent 
by new users, the RRH sends a Wake-on-LAN message to the host machine of the BBU and wakes it 
up. The Wake-on-LAN pattern has been implemented in the FPGA of the RRH as well.  

 

 

Figure 10 - Wake-on-RRH scheme. 

 

Stage 2 - Network Functions Virtualization (NFV) 

Initially, we have successfully developed a proof-of-concept setup running in the UFRGS laboratory. 
Two physical hosts have been used, and an MPEG Dynamic Adaptive Streaming over HTTP (DASH) 
video server running in a Kernel-based Virtual Machine (KVM) was migrated back and forth between 
the two physical hosts, according to the instantaneous number of clients in each host. The native KVM 
migration mechanism works flawlessly in copying the state of the running virtual machine across the 
local network of the laboratory, and network connections are re-established at the remote host once the 
VM is completely migrated. In general, the migration process did not seem to pose much disruption to 
the video service at the client side due to the buffering and adaptability in the video quality provided 
by the DASH mechanism. The quality of the video streaming was measured with the VERONA tool at 
this stage. This initial setup served as a baseline scenario showing that migration of a running service 
in this controlled environment was feasible. 

Although the KVM migration mechanism has been shown to be effective, one of the goals for this 
experiment is to design effective methods for adaptation of the service layer using more than one 
testbed at once, which would require all involved testbeds to support KVM -based virtualization 
(preferably with matching versions). Since it would be difficult for some partners with testbeds 
already deployed running other types of virtualization platforms (e.g., Xen), we have permanently 
moved to a container based solution. By using containers instead of ordinary virtualization, we are 
able to allocate resources at each testbed (virtual or physical resources) and install over the operating 
system a homogeneous container management platform across all testbeds. LXD was chosen as the 
standard container platform, because at the time it was the only platform to support live container 
migration by default. We are currently considering supporting also other types of containers (e.g., 
Docker). We have successfully reproduced the same video service migration scenario using LXD 
containers in the UFRGS laboratory and, more recently, integrated this scenario into the UFRGS 
testbed using the COPA tool developed as part of the FUTEBOL control framework. Figure 11 depicts 
an overview of the experimental scenario, which is further detailed in the following. 
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Figure 11 - Experimental scenario using COPA. 
 

An experimenter using jFed allocates an instance of COPA, and two Container Pools to be managed 
by it, in whichever FUTEBOL testbed he sees fit (UFRGS for all components, in the example). 
Through COPA, the experimenter launches a Video Server container, available in the container 
catalogue for the testbed, in one of the Container Pools, and two instances of the Video Clients 
container (again, available in the catalogue), one for each Container Pool. From his computer, the 
experimenter runs his custom script for container orchestration, connected through COPAôs API using 
an SSH tunnel; this connection allows the experimenterôs orchestrator script to retrieve monitoring 
information, and to issue actions to be performed, to any container managed by that COPA. COPA 
monitors traffic on the containersô interfaces at all times, and when triggered by the orchestrator, can 
issue a migration for the Video Server container to the designated Container Pool. 
 
Stage 3 - D2D and coded caching 

As already mentioned in Section 3.1, we successfully emulated a 4G infrastructure integrated with a 
D2D group. This task is directly related to the fifth objective, which aims to alleviate the operatorôs 
network with the use of D2D and coded caching (see section 3.1 for more details). Therefore, the 
observation of performance improvements with the cooperative use of D2D and 4G technologies 
defines our first demo for Stage 3. 

The evaluation was performed with experiments on the UFMG testbed. Three evaluation scenarios 
were created. The scenarios assume that several UEs, connected to the same eNB, request the 
download of the same data from the Internet. Such a situation is common for popular content, and may 
occur with some frequency since each eNB can serve from hundreds to thousands of users. 
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The figures below show the constitution of each scenario: the green (opaque) arrows are 4G 
communication, and the blue arrows (dotted) are D2D communication. 
 
- 4G only (Figure 12): In this alternative, all clients search the data via the 4G interface. Thus, if N 
clients request a file size of T bytes, the load on the 4G network is N x T bytes. 
 

 
Figure 12 - Communication employing 4G only. 

 
- Cache only (uncoded) (Figure 13): In this alternative, the data is sent to the UE of one of the clients, 
which will cache the data (UE Uc). When the caching is complete, Uc notifies the remaining UEs (Uf) 
that the content is already available. When the notification is received, the end UEs request the data to 
Uc through a D2D group already created. In this case, the load on the 4G network is only B bytes; 
however, there is a delay associated with the caching of the file in Uc, and also when the notification is 
sent to Uf. The delay created by the caching process is reduced by splitting the file into chunks rather 
than starting the upload only when the file is complete. It terms of implementation, the cache node is 
basically an HTTP server which allows the downloading of his files by the clients through any 
downloading tool (e.g. wget). Therefore, in these experiments there is no coded caching technique 
being employed. 
 

 
Figure 13 - Communication always using a D2D cache. 

 
- 4G + Cache (Figure 14): In order to reduce the delay of the previous alternative, UEs Uf have the 
alternative of requesting a particular chunk to the 4G network if it is not available in UE Uc for 
download via D2D. As in the previous scenario, Uc requests data only via 4G, and notifies the receipt 
of each chunk to the UEs Uf, thus dispensing a prior checking by them. 



FUTEBOL ï H2020 688941 

D5.1: Initial experiment description and results  

 

© FUTEBOL Consortium 2016-2019   Page 25 of 60 

 

 
Figure 14 - 4G + D2D cache. 

 
- Hardware: We employ Dell Alienware mini-PCs equipped with Wi-Fi cards supporting the IEEE 
802.11ac standard, which also have second-generation Ettus USRP software radios connected by USB 
(B200 and B210 models). Figure 15 shows one of the testbed nodes, which are attached to the ceiling 
of one of the rooms. The blue photo box is the USRP radio. 
 

 
Figure 15 - Picture of a node at the FUTEBOL UFMG testbed. 

 
- Software: We have employed OpenAirInterface in order to emulate the LTE core elements (HSS, 
MME, SP-GW), and srsLTE to emulate the eNodeB. At the clients, we employed srsLTE in order to 
emulate the cellular interface, and used the MiniPCôs wireless card for D2D Wi-Fi Direct 
communication. All clients have the 4G and the D2D Wi-Fi Direct interfaces. For the purpose of 
simplification, the cache node Uc was also defined as the Group Owner (GO) from the Wi-Fi Direct 
group; however, other nodes could also act like the cache node. 
 
- Application: In this experiment, we consider an HTTP application, which needs to download a set of 
files, or a file that can be split into chunks that can be downloaded independently. Some protocols that 
employ chunk download over HTTP are file sharing applications using P2P (e.g. torrents), and video 
streaming using the DASH protocol. On the other side, the separate download of a large set of files is 
similar to what occurs in a Web page with images. For our tests, we employed 50 files of 500KB each, 
thus totalizing 25MB. For the file download, we employed wget, available in any standard Linux 
distribution. 
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- Evaluated performance metrics: Two performance metrics were considered: 
 

- Total download time for a file: This is the time it takes to load a graphic from a web page (or 
to load a chunk belonging to a video). We consider this as the main metric, since it is directly 
linked to the user experience. 

- Average throughput of a file: It considers the average throughput rate of a file, and accounts 
for the difference between download times. 

 

3.3 Control framework application  

Stage 1 - Split radio processing 

To support the demonstration of a common control plane for Software-Defined Radio (SDR) and 
Software-Defined Networking (SDN), TCD has been working on integrating their mobile access 
network testbed (with PON and LTE base station) together with UNIBRISôs Optical core network 
testbed. TCDôs PON testbed is planned to transmit mobile fronthaul traffic and background wired 
network traffic in the same fibre. The fronthaul bandwidth is controlled by TCDôs RYU-based SDN 
controller. TCDôs SDN controller is designed to be orchestrated by UNIBRISôs ABNO SDN 
orchestrator that is the core framework of FUTEBOL control framework. By the time this deliverable 
is written, a demonstration is being implemented to show the ABNO orchestrator manages to control 
both radio parameters at TCDôs testbed and optical transmission parameters at UNIBRISôs testbed at 
the same time. Two testbeds (TCD and Bristol) are being connected with vxLAN technology. Control 
plane and data plane is being implemented for exchanging control message and data stream. More 
details are introduced in deliverable D4.3. 

Stage 2 - Network Functions Virtualization (NFV)  

Using the REST API provided by COPA, the orchestrator requests monitoring information for the 
managed containers; through a historical throughput difference in the last measurements (five, in our 
example), the orchestrator triggers a container migration (again, through COPAôs API) in favor of the 
most active region. In the demo, we used COPAôs web interface to increase/decrease the number of 
clients in each region; a simple shell script in the clients was used to launch n instances of a text-based 
video player, which in this case was modified version of ffplay (by us, to disable display options while 
still downloading all video frames). 

Figure 16 was taken from the last demo for the experiment and it shows the COPA interface that was 
used to manage the containers of the experiment. A full video of the demo is available at 
https://www.youtube.com/watch?v=9JKpI175Fv8. 

 

 

Figure 16 - COPA interface.  

 

https://www.youtube.com/watch?v=9JKpI175Fv8
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Because COPA is not yet available in testbeds other than UFRGSô, inter-testbed migration is planned 
for Year 3. To achieve it, we are now working on the deployment of COPAôs VMs and allocating code 
in the remaining testbeds. Making COPA available in TCDôs and BRISTOLôs testbeds, for instance, 
will allow us to perform any kind of cross-testbed container placement, as initially intended. Having 
the option of cloning running containers, in addition to the migration option, is also a factor we still 
hope to have working in the near future; because most our containers are somehow interconnected to 
each other, we still have to work on re-establishing the connections for the cloned container, steering 
the traffic between the two instances as needed. 

Stage 3 -  D2D and coded caching 

Since the first demo involving the integration of 4G and D2D was tested singly in the UFMG testbed, 
the integration with the services implemented in the other stages and the implementation decisions 
related with the control framework are set as future work. 

Nevertheless, we plan to refactor the whole developed code, in order to allow the proper allocation of 
the implemented services in one or more of the partnersô testbeds. The initial proposal is to allow the 
use of D2D and coded caching in a predefined setup, in a similar way as the experiments from Stage 3 
that were described in Section 3.2. 

Therefore, the initial integration with the existing tools from the FUTEBOL Control Framework will 
be only partial. This is mainly based on the obtained experience in the first demos at the UFMG 
testbed. 

3.4 Initial results  

In this section we are reporting the results in each stage of the experiment. 

Stage 1 - Split radio processing 

Flexible bandwidth mobile fronthaul implementation with PON and SDN 

As mentioned in the previous section, TCD has implemented the flexible bandwidth fronthaul on a 
PON, sharing with background wired network traffic. Figure 17 shows measured timings of the 
process of changing the cellôs bandwidth. The events 1-4 show how the controller reconfigures the 
BBU from an initial state of 3 MHz to 5 MHz bandwidth. After increasing the LTE application traffic, 
corresponding to Event 1, the controller sets the number of PRBs to 25 (5 MHz) and reconfigures the 
Committed Information Rate (CIR) of the switch to cope with the extra load. Using traffic traces, we 
measure a time period of about 150 ms for the control plane to react to the load increase in terms of 
reporting to the BBU and reconfiguring the Openflow switch. The final step towards Event 5, the 
change to the sampling rate, takes most of the reconfiguration time. This is due to the fact that the 
USRP has old samples buffered, belonging to the previous configuration (i.e., 15 PRBs). These 
samples will be transmitted at the new rate (25 PRBs), which is the wrong rate for them. 
Consequently, the UE is momentarily desynchronized from the transmission, leading to an overall 
reconfiguration time of 750 ms [8]. 
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Figure 17 - Flexible fronthaul measurement results at TCD testbed [8]. 

BBU pool resource management by user behavior detection 

Figure 18 (a) shows the experiment set-up of the wake-on-RRH scheme running on the TCD testbed. 
USRP X310 is used as an RRH. A spectrum analyzer is used to observe the user signal arriving. A 
BBU is implemented by open-source srsLTE software on a laptop which can be put into sleep mode 
and waken up by a Wake-on-LAN message sent by the RRH. 

Besides, the wake-up latency has been measured in the experiment and shown in Figure 18 (b). BBU 
can be put on either standby mode or powered off mode. The standby mode saves less energy, but 
benefits from faster wake-up time. The powered-off mode saves more energy, but takes longer wake-
up time. Results are published in [9]. 

 

(a)      (b) 

Figure 18 - (a) Experimental set-up of wake-on-RRH experiment at TCD testbed.  (b) Wake-up 

latency comparison of two BBU energy-saving modes [9]. 

Stage 2 - Network Functions Virtualization (NFV)  

As a result of the adaptation in the service layer performed as part of the second stage of this 
experiment, we have considered the possible values for the threshold to trigger the migration, which 
can be easily defined by the experimenter. During our experiments we have found that mid-range 
values work best (about 0.4, meaning video server will be migrated when the ratio of nearest-to-
furthest clients go below this value); lower values (below 0.3) make the orchestrator too conservative, 


































































