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EXECUTIVE SUMMARY

This Deliverable reports the first results of
a range of issues that span wireless apiital networks. Those issues include: spectrum sharing in
the 3.5 GHz band, network management andtimal robots control using the SDN approach, and
monitoring/processing data from loT devices.

The experimentso6 r esul spaya wde mange ef dapabiities avhilable ind e | |
FUTEBOL research facilties for use of partners and {pacty experimenters in converged
wireless/optical networks. These experiments will continue towards the end of the project and the final
results will be presented in D5.2.
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ABBREVIATIONS

AP Access Point

ADC AnalogDigital Conversion

ANATEL Agéncia Nacional de Telecomunicac¢des
API Application Program Interface

BBU Base Band Unit

CBTM Cloud Based Testbed Manager

CBRS Citizens Broadband Radio Service

CBSD CBRS devices

CcC Cloud Computing

CTIC Communication Research and Development Science Centre
D-RoF Digitized Radio Over Fibre

D2D Device To-Device

DAC Digital-Analog Conversion

DASH Dynamic Adaptive Streaming Over Http
DCC Departamento De Ciéncias da Computacdo
DL Downlink

DP Domain Proxy

DX.X Deliverable X.X

E-commerce Electronic Commerce

E2E EndTo-End

EIRP Equivalent Isotropically Radiated Power
ESC Environment Sensing Capability

eNB Evolved Node Base

eNodeB Evolved Node Base

ETSI European Telecommunicati® Standards Institute
EX.X Experiment X.X

Fed4FIRE Federation for Future Internet Research and Experimentation
FIBRE Future Internet Braziian Environment for Experimentation

FUTEBOL  Federated Union of Telecommunications Research Facilties for ABr&i Open
Laboratory

GAA General Authorized Access
GPS Global Positioning System
H2M HumanTo-Machine

loT Internet of Things

IQ In-phase/Quadrature
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1 INTRODUCTION

The FUTEBOL project is establishing research facilties (testbeds) in both Europe and Brazil to
advance research and innovation on the convergence of wireless/optical telecommunication networks.
This may lead to enhancements to commercialdpds and services, telecommunications business
models, and education, thus generating a positive impact on society.

To this end, the project focuses on thuse cases of relevance to researchers in industry and academia
working on the design and developmh of future communications network&ach of thosause cases
has its own showcases mapped into tangkjeeriments

As elaborated in deliveraldd2.1 and D2.2 the use cases and experiments considered in the project
are:

Use case 1: The impact of brodmhnd wireless and Dynamic Spectrum Access on optical
infrastructure

A Ex p e i L9AMSAS for dxtended LTE capacity with E2E QOE.

Use case 2: The design of optical backhaul for nexte neration wireless

A Ex p e r ii nHeterogengousl wirelesptical network management with SDN and
virtualization

A Ex per ii Reaftirhe rémot@ control of robots over a wireleggical SDNenabled
infrastructure

Use case 3: The interplay between bursty, low data te wireless and optical network
architectures

A Ex per ii Mdaptive cBud/fog for loT according to network capacity and service
latency requirements

A Ex per i Ragiooverfisre f@ loT environment monitoring.

The reporting of the initial redts for each experiment is structured in the following way:

Objectivesi presents and details the main objectives to be achieved by the exgeriment
Showcase set ujp elaborates on the testbed configuration and steps that need to be fuffiled in
order toeffectively set up the experiment

1 Control framework 7 describersthe integration of the experimentn the FUTEBOL
federation and control framework

Initial results T presents inttial experimental results using FUTEBOL testbeds

Next stepsi outlines the axt steps being taken by the consortium partt@vards the final

the implementation of each experiment

= =9

= =4

© FUTEBOL Consortium 2012019 Page3 of 60



FUTEBOL 7 H2020 688941 * * %k

D5.1: Initial experiment description and results :'ﬁ)*:
2 EXPERIMENT 1T LSA/SAS FOREXTENDED LTE CAPACITY WITH E2E

QoE

2.1 Objectives of experiment 1

The main objective of this experiment is to test the protocols and interfaaesedfspectrum sharing
model SAS (Spectrum Access System), and quantify its performance in terms-tofesd(E2E)

QoOE, considering the wireless and the optical domainkeohetwork infrastructure. The experiment
uses the LSA/SAS testbed provided by VTT in Finland. The results of the experiment will be used to
reinforce links with the Braziian regulatory ageneyAgéncia Nacional de Telecomunicagdes
(ANATEL) 7 bringing theview of a more flexible and heterogeneous spectrum management for
digital inclusion in Brazil.

LSA vs. SAS spectrum sharing models

In the United Statesan approach to spectrum sharitftat has been gaining tractisthe Citizens
Broadband Radio Service (CBRS) governed by SAS (Spectrum Access System), in if&/@550

MHz band. Incumbent users have the highest priority in terms of spectrum access and protection
against interference from other users at any locatimhtime. While LSA is a twtier model, SAS

has three tiers, including the General Authorized Access (GAA) tier, to faciltate opportunistic
spectrum use. Priority Access (PA) users are allocated to exclusive channels and protected from other
PA and GAA wers. In the GAA tier, multiple users can use a given channel, and thus there is no
interference protection.

Compared to LSA, SAS alows a more dynamic and complex sharing model, which is likely to
promote competition and foster innovation. SAS is alscenikely to provide more efficient spectrum
utiization and better support for the deployment of small cells. Small cells withpdover
communication enable smaller exclusion zones, thus providing more spectrum optimization
opportunities than macro sited major difference to the LSA concept is that SAS uses spectrum
sensing in obtaining information about the current spectrum use.

To meet the missienritical requirements of miltary incumbent users, it is required that sensing is
used in and adjacett the 3.5 GHz band to detect incumbent radar activity in coastal areas and near
inland military bases. Confidentialty of the sensitive miltary incumbent user information is ensured
through strict operational security requirements and correspondindicatoti of the sensing
elements, as well as with operator authorization. Similarly, as in LSA, at the core of the SAS concept
is a database system. Incumbent users may provide spectrum usage information, such as duration of
the use and operational paraerstsuch as transmitter identity, location, antenna height, transmission
power, interference tolerance capability and protection contour, to be included in the database. SAS
can use either a database or a dataplsesensing approach to identify the dable spectrum
opportunities.

Previous studies on the SAS development have focused on the technical and theoretical aspects of the
research work. In order to start practical testing and trials of the SAS concept, design and
implementation are also imponta Recent publications discussing architectural considerations of SAS
include [1] and[2]. In addition, a messaging protocol for the SAS operation has been propf&ed in
Currently, several member companies and research organizattitins Wireless Innovation Forum
(WInnForum) are jointly developing interfaces, protocols and messaging formats for SAS. Some of
the specified requests enable spectrum inquiries, granting permissions to use spectrum, and spectrum
relinquishment between $Aand CBRS devices (CBSDs)

What is currently missing in the Scdye analyses of the dynamics and time domain performance of
SAS. Previous work has focused more on spatial and frequency domain considerations. One of the

© FUTEBOL Consortium 2012019 Paged of 60
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most important performance indicados the evacuation time from the first indication of incumbent

use in the same band and location to the time the band is cleared of any interfering secondary systems
such as LTE base stations. In the case of an informing incumbent, the evacuatioretiméestow

much in advance the incumbent user needs to declare its intention to use the spectrum at a certain
location to avoid interference. In the case of sensing, the evacuation time is directly linked to the
detection requirements.

In this experimentve use the recent standard specifications from WIinnF@@Bjij#] [5] to study the

SAS operation with a focus on the evacuation and reconfiguration performance. The system is
implemented and evacuation and reconfiguration time values are measured and amadydied i
commercial network environmerit. is_important to carry out field tests to prove that the relevant SAS
requirements can be met using commercial networks and systems.

2.2 Showcase set up
SAS reference architecture

Figure 1 illustrates the highevel SAS architecture, which has been defined inviheanForum(3].

The reference architecture shows the main components and interfaces needed in defining the
messaging protocols. The main component of the reference architecture is SAS 1, which determines
the available frequencies and assigns them to different CBSids determines the maximum
transmission power limits at given locations. It also enforces exclusion and protection zones around
incumbent usersin the US, these incumbents includeS. Department of Defense shipborne radars
operating in coastal areas amoh-federal Fixed Satelite Service (FSS) earth stations. To protect FSS
earth stations, the Federal Communications Commission (FCC) has adopted a rule requiring satelite
operators to register their stations annu@dly. In the case of shipborne radars, the SAS uses
information from Environment Sensing Capabiity (ESC) devices to ensure that CBSDs operate in a
manner that does not interfere with the incumbentsubet stil faciitates information exchange
between multiple SAS servers.

There are two types of CBSDs in the CBRS/SAS concept. Category A devices correspond to lower
power access points and femtocells, whereas Category B devices correspondtteppaintand
pointto-multipoint types of architecture. Category A devices can operate by using database only or
with ESCs, which are dedicated devices to detect incumbent radar activity. Category B operation
always requires an ESC. Because power lmitatiorthe trial license at VTTin this FUTEBOL
experiment, we focus on the LTE small cell operation, i.e., Category A CBSDs.

FCC [
| Databases | SAS-SAS 5

—— Interface ="

N
»

Domain Proxy ]

\ SAS - User
( T \Interface
I Informing \

k Incumbent | Network Management
T ——i \ é System (Optional)

’ Incumbent Detection

|
(ESC) CBSD-2 ‘ | *
= él 5 B
}/ CBSD Sensing

(Optional) CBSD-1  CBSD-a  CBSD-b

Figure 1 - SAS system architectufé4].
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SAS protocol

An important objective of this experiment is to validate the standards and the protocols that support
spectrum sharing. The SAS to CBSignalingprotocol has been defined[B] [4] [5]. The protocol

specifies the messages and their content and sequences needed to register a device to an SAS, obtai
permission to transmit, and to stop using allocated resources. The reconfiguration process includes the
evaalation of the granted channels and configuring the associated CBSDs to another frequency band.
The communication between ESC, SAS and CBSD/DP- (@#main Proxy) components related to

the reconfiguration process is depictedrigure 2. The messages of the SAS protocol are defined as
follows:

An ESC alert informs the SAS of the appearance of an incumbent user. There is a time limit
from an ESC alert to the SAS to confirm that the interferihg CBSDs have vacated the
spectrum. The CBSDs must cease transmission and move to another frequency range or
change theipower level within the time limit following instructions provided by the SAS.

A heartbeat requestfrom a CBSD informs that the CBSD begins or continues using the
allocated spectrum. If the SAS does not receive a heartbeat within a certain peridd, it wil
assume that the CBSD is no longer operating in the granted spectrum. Similarly, CBSDs
require a heartbeat response to be able to operate in the allocated spectrum.

A heartbeat responseallows the SAS to confirm, modify, suspend or terminate a granioand t
change the heartbeat interval. A CBSD is authorized to use the spectrum during the time
interval defined in the latest heartbeat response message. A grant may be suspended if an
incumbent user such as a naval radar arrives indlglborhood If an incumbent user such as

an FSS station moves intoneighborhoodo stay, the grant may be permanently denied.

A CBSD can request spectrum from the SAS at any time by sendiagére quest CBSDs

may also initiate @ pectrum inquiry procedure to check fronmé SAS spectrum availability

for one or more frequency ranges. #pectrum inquiry does not guarantee channel
availability but provides a good indication of that. However, this information is useful to be
included in agrant requestin order to enhance thesource allocation optimization. CBSDs

may also request access to a specific channel based on network planning. After receiving a
grant request, the SAS then performs a channel interference assessment to determine if the
requested frequency range is adabje.

A relinquish request can be sent to notify the SAS that the CBSD no longer uses the
allocated spectrum. The SAS answers with a relinquish response, and the freed spectrum can
be reused.

In this experiment, we measure the time intervals of the tpesaneeded to evacuate the channel

when the SAS denies an existing grant. The evacuation procedure fuffiling the specifications is
depicted inFigure 2. First, the CBSD is in thAuthorizedstate, transmitting on the granted spectrum.

The SAS receives an ESC Alert, which means that the sensor system has detected an incumbent use,
and then determines which channels are affected by the incumbent us&Stie delivers all the

CBSDs transmitting on those channels a heartbeat response, denying the use of those channels. The
CBSDs/DP then switch off the radio transmissions accordingly. The CBSDs dreigisieredtate in

which they connected to the SASithcannot use the radio without the allocated spectrum. Each
CBSD/DP may send a new grant request to the SAS to gain access to an alternative frequency.

© FUTEBOL Consortium 2012019 Pagel1lof60
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ESC SAS CBSD/DP

Heartbeat Request Heartheat duration
expires; Reset
Heartbeat durafion timer

Heartbeat Response
ESC Alert 3
—
SAS
performs Waiting for
channel Heartbeat
optimisation
assessment (T
Heartbeat Request Heartbeat duration
*— cypires; Reset
Heartbeat duration timer
Heartbeat Response
{new operational
parameters) » Band
o E\.'acuatlon and
Relinguish Request recor'mg.lmtlon
of base stations
Relinquish Response
%
SAS Spectrum inquiry reguest
performs |
channel L
availability Specirum inguiry response
assessment >
Grant Request
SAS

cortinuesf Grant Response
resource .
loptimisation Heartbeat Request Operation continues
with new operational
parameters

Figure 2- CBSD reconfiguration protocol after receiving an ESC Aldit.

Measurement Setup

The setup for this experiment is depictedrigure 3. The three main building blocks (Radar Sensing
System, LTE 3.5 GHz network and the Spectrum Access System) are detailed below.

[ s dar Radar Sensing Syslem]

[

Spectrum Access System

SAS Repository ESC ‘ ‘ CBSD Manager — sAS Algorithm
J ) \
f CBRS Domain Proxy \
Eden-Net (SON platform)
: T SAS
r N Elements |
NetAct Network Management
8 System
E * 2N
3; LTE 3.5GHz Test Network Priority
% Access
= é é GAA
CBSD-3 General

CBSD-1 CBSD-2 with functionalitics Authorized
from domain proxy Access

K

Figure3-SASO6s expe[dd.ment setup
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Radar Sensing System

The used radar sensing system, depicteBigare 4, consists of a radar sghsimulator (RSS), a
spectrurmsensing receiver (SSR) and a sensing software algorithm called Sensor Commander. To
avoid the need to have real naval or maritime radars operating in the area, the RSS is used to generate
radar signals based onESCGO0L in[7] with the following specifications:

Pulse repetition frequency 1 kHz
Pulse width 0.9 ¢s
Antenna scanrate 15 RPM

Antenna beam width 1.8 degrees

The RFeyespectrum sensing device is used to sense the radar signals. The power level values (dBm)
are recorded with a frequency resolution of 19.531 kHz over the 20 MHz bandwidth in the SAS band.
The occupancy scan is performed every 45 seconds. The developefa&esprocesses the
occupancy data by detecting and recording power levels higher@@aiBm. The bandwidth, power

level and center frequency of the findings are stored.

fiscal inspection of gating signals

Figure 4 - Radar sensing system emulator.
LTE 3.5 GHzndoor network

The CBRS trial environment consists of three 3GPP Release 10AHV&nced compliant base
stations, a radio access network, a management system and a core network. Commercially avaiable
Flexi Multiradio timedivision (TD) LTE 3.5 GHz basetation at 3GPP spectrum band 42 (3346

GHz) are used and equipped as Category Adower access points for indoor usage. The radios are
located inside an office buiding, as shown Higure 5. Two of the CBSDs are connected to a
commercial Network Management System (NMS) and are managed by a DP (Domain Proxy). One
CBSD is equipped as a standalone CBSD, having the core network functionalities required to operate
(Lite-EPC) and control (SAScontrollérBTS_tools) locally. The regulatory authorities have granted

an indoor trial license to use the 3.8159 GHz band for field trial purposes.

© FUTEBOL Consortium 2012019 Pagel3of 60
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Figue5-LTE CBSDo6s in field trial net wec
Spectrum Access System

To provide capabilties for SAS field trial, multiple SAS functions are combined. The SAS component
is implemented on a Java Spark server on Linux with HTTPS REST API for DPs and CBSDs. The
SAS algorithm, Spark server, ESC, LTE base sttiTE network and DP are located around
Finland. The most important functions the SAS provides in the field trial are as follows:

SAS RepositoryThe SAS repository is a database that gathers data about the spectrum use in
the area of interest, includif@BSDs 6 oper ational parameters
antenna parameters, transmission power, and used channels. The SAS repository stores all the
information required by other key components for channel allocations and interference
managemenhithe network.

ESC The ESC consists of networks of sensors that detect the presence of signals from
incumbent systems in the band and communicate that information to the SAS to faciltate
protection of operations in the band. The ESC module used inXperiment combines
information from the sensing system and sends ESC alerts to alert the SAS to start an
evacuation process.

CBSD managerThe CBSD manager follows the protocols defined in the -68SD
protocol[3] specification for DPs and CBSDs to access the SAS. It handles SAS requests,
creates responses and updates the SAS reposttory. In the field trial, the SAS implementation
also supports the developmentaiternative SAS algorithms in order to test different channel
allocation methods.

SAS algorithmThe basic idea of the algorithm is to control interference, minimize the number
of channel changes and use the SAS band efficiently. First, the algorithiks ¢hecactivity

report for existence of incumbent users. If incumbent use is detected, the algorithm then
denies the grants of any overlapping CBSDs. Second, the algorithm allocates the available free
channels to CBSDs in the order they send their grajieiss.

2.3 Initial results
In this experiment whave conducted performance analysis of the CBSD evacuation and subsequent

frequency change procedure in a live LTE test network. The purpose was to find out the total

© FUTEBOL Consortium 2012019 Pagel4of 60
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evacuation time in the field trial amécord the processing times in each component, so we divided the
overall procedure into several steps based on field trial key component boundaries. The steps are
shown in the timeline ifrigure 6.

e T - Evacuation time Te
| | | | |
TO T T2 T3 T4
- 1 1 1 1 1
Radar sensed to ESC combines CBSD Manager SAS algorithm Domain proxy sends
appear sensor information sends relevant optimizes the band commands to NMS
and generates an information to SAS allocations according to SAS
ESC Alert algorithm algorithm responses
T: > <t Frequency change time T
| | | | |
T5 T6 T7 T8 T9
f 1 i i |
NMS begins Band is cleared, Grant request is sent SAS algorithm Grant response is
configuration of CBSDs no more to SAS determines suitable sentto CBSDs
CcBSD operating in the band band and radio
parameters for
operation
T > - TransSMiSSioN T ge—
| | | |
T10 T11 T12 T13
| | | | Rt R o
Heartbeat NMS begins Operation continues Heartbeat
configuration of CBSD in a new band

Figure 6 - Timeline of the evacuation and frequency change prddgss

In order tomeasure the evacuation and frequency change times we performed ten consecutive
measurements using the abalescribed setup to define the time needed to perform each step in the
process composed of the evacuation phase and the frequency change probecheartbeat interval

was set to 20 seconds. We had two base stations online behind a DP, and we measured the duration of
the evacuation and reconfiguration process using a single base station.

Table 1 Evacuation measurement pojrtisne in seconds.

Event

T1 ESC Alert 0 0 0

T2 SAS Algorithm begin 0.054 0.074 0.051
T3 SAS Algorithm ready 10.1 10.1 10.1

T4 Heartbeat denies grant 223 292 12.0

TS NMS conf. begin 22.5 29.3 12.3

T6 Channel is clear 88 103 78
NMS conf. complete 103 115 94

As can be seefrom Table 1 on the evacuatioprocedure, the most timeonsuming part of the
procedure is deactivating the bataien by the NMS (Network Management System). This step takes

on average around one minute and 20 seconds after the base station has lost the grant. Until the
channel is freed, the evacuation takes 88 seconds on average. Time instant T6 was mongorgd by u

a spectrum analyser.

The total evacuation time is 103 seconds on average; this also covers the completion of the NMS

configuration command with additional checks to validate the configuration success or failure overall.
At this point, the NMS can cé@irm the band is evacuated.
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Table 2 Reconfiguration, frequency change time in seconds.

Event

T7 Grant request 0 0 0

T8 SAS Algorithm - -

T9 Grant response 4.7 5.0 4.0

T10 Heartbeat, T11 248 25.2 24.1

T12 On Air 98 103 93

T13 Heartbeat 105 112 98

Time instant T3 shows that the SAS algorithm delay is on average 10 seconds, which is too large for

the algorithm run. This delay includesiditional four seconds spent on synchronization, networking

and queuing delays due to a slow message passing protocol, and the algorithm is actually run once for
both grant requests. The algorithm delay could be optimizetizséconds by running the alghm

locally and processing the grant requests in a single algorithm run. Time instant T4 also includes at

most the heartbeat interval until the SAS can communicate the grant denial to the DP in the next

response. The SAS can alter the heartbeat injdvighere it was fixed to 20 seconds.

The reconfiguration and frequency change of the base station begins right after the evacuation once the
DP sends the grant request. Time instant T9 includes running the SAS algorithm to select a new
frequency for thebase station. T10 includes the first heartbeat request and response after a successful
grant response and before the CBSD can turn on the radio. The T11 configuration command starts at
the same time and continues on average for 80 seconds after thedie@sponse. Time instant T12

was inspected eair by using a channel analyser at the site. T13 indicates the time when the DP
communicates to the SAS that the base station is transniitog}. time in reconfiguring the CBRS

system Table 2) to operate in new bands is spent on unlocking the base station. Based on our
measurements, it takes from an ESC alert until the frequency change process is completed on average
around three minutes and 30 seconds, and less than four minutes in the slowest case.

It should be noted that actual NMS command delays depend on the base station manufacturer and
model, selected evacuation type, and load of the NMS during the measuriaeufiacturers have

their own LTE access, management and core network systems with different characteristics. In the
case of informing incumbents, graceful shutdown can be used when the MNO knows well beforehand
the need for evacuation. Graceful shutdowmelss the RX power in the base station in small steps,

and the terminals inttiate handover tme@ighborcell based on the handover trigger levels. The latest
versions of base stations provide an opdaseon t O
the terminal will start the cell reselection automatically.

The FCC rules allow up to 300 seconds (5 minutes) after the ESC communicates that it has detected a
federal incumbent user for the SAS to confirm suspension of any CBSD in the band.J lhe$-Got
specified how the 300 seconds can be divided for the SAS to process messages, communicate with
CBSDs, etc. That is up to each implementation. Based on our measurements, we can confirm that the
SAS protocol operates well and fuffils the aboveumements. The achieved evacuation time totals
around 90 seconds when using the base station locking procedure, which means that the band is
cleared well before the required fimsinute time limit. The total reconfiguration time, including the
frequency chnge and continuing operation in a new channel, takes at most four minutes based on our
measurements.
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2.4 Control framework application

In this section we explain the application of the Control framework in theli&Aemo presented by
FUTEBOL in theCROWNCOM 201%onferenceThe demo setup shownin Figure7.
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Figure 7 - FUTEBOL LSA demonstrator at CROWNCOM17.

The LSA demaconsisted of two eNB controllers running in machines connected to real base stations
in Oulu and Ylvieska and one LSA controller runningaiserver machine in Oulu. The coexistence
scenario is visualized in th8Ul representinghe eNBsandthe incumbentusers in their real location

and showing their state (using spectrum / not using spectruiiostiatedin Figure 8.
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Figure 8 - GUI of the FUTEBOL LSA demonstrator at CROWNCOM17.

The Control framework automatically controls the secondary users of the spectrum, protecting the
primary users from interferenc&@he Control @plication consist of single LSA controller running in

the server madne and multiple eNB controllers running in machines connected to one or more base
stations. The LSA controller has connectionthe LSA repository which provides information on
spectrum availabilityFigure 7). The first thing that the eNB controller does when it is launched is to
connect to LSA controller and send registration message containing base station identification,
location and antenna parameters. Then dbaseregistration informatigrthe LSA controller runsa
spectrum selection algorithm and check the spectrum availabiltyth®bSA repository If available
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spectrum is found, the LSA controller sends eNB controller request to start using that spélegrum.
eNB controller is then responsible for commanding eNBto changethe frequency and unlocking
the cell. The LSA controller keeps poling the LSA repository and seadgvacuate request the
eNB controller when it finds thdhe incumbent user istarting using the same spectrum

Below aresome onsiderations about the integration with the FUTEBOL framework

A Experiment1 uses real LTE base stations with a trial icense from the Finnish regulatory
authority, therefore only a limited set of configtion parameters can be changed through the
federated service.

A The LTE base stations are not avaiable all the time, due to power consumption and produced
heat. To provide testbed through federation require reservations well ahead of the actual
testingi human involvement might be required for provisioning the testbed (e.g., to turn on
the base stations).

A VTT is currentlyworking on the detailed conditiorm whichexternal experimeats can use
the LTE testbed.

2.5 Next steps

Experiment 1 haslemonstratéa SAS (Spectrum Access System) using a live LTE network in the 3.5
GHz band. The latest WInnForum specification guided the implementation of the relevant protocols
for SAS operation. Here, we evaluate the performance of the Citizens Broadband Radie Servic
(CBRS) approach by using one of the most important performance indicators in a spectrum sharing
scenarioi the evacuation timelt indicates how rapidly the secondary user relinquishes the shared
spectrum band to the primary user. Following the applietbpols, we measure and analyze the time
scales for the evacuation and frequency change procedures in a field trial environment. This
experiment shows that the set time limits for the protection of primary users against interference are
realistic when usig commercially available mobile networks and equipment.

This experiment will be extended in the following directions:
Test TDDFDD Carrier Aggregation in the 3318 GHz band to boost the DL throughput in
small LTE cells. This scenario is aligned witie 5G vision for spectrum use.

Measure the impact of spectrum sharing in the perceived QoE for E2E video and web
services, considering radio access and core networks using the VERONA tool (Video
Environment for Reaime Objective and subjective Networkalysis), provided by UFRGS.

Simulate a LSA or SAS mode including RRM strategies for a Braziian scenario.

Presentto ANATEL the outcome of the experiment, so to discuss the LSA and SAS/CBRS
approaches as an alternative to promote a more efficient tsdi@fspectrum in Brazil.
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3 EXPERIMENT 2.1 T HETEROGENEOUS WIRELESS-OPTICAL NETWORK

MANAGEMENT WITH SDN AND VIRTUALIZATION

This experiment focuses on heterogeneous network management with SDN and network
virtualization. In particular, we are looking atethpossibility of integrating wireless and optical
networks for joint control and management. This experiment has been dwatuee stages, which

are 1) Splt radio processing2) Network Functions Virtualization (NFY)3) D2D and Coded
Caching. We &ave been working on individual experiments on each stage, as well as integrating
multiple stages together in order to buid joint showcases involving multiple testbeds from different
project partners.

3.1 Objectives of experiment 2.1

The objectives of experime 2.1, proposed in D2.2are the following:

1. Demonstrate new methods of dynamically changing the split of radio functionality,
betwe en fronthaul and backhaul, in a Cloud Radio Access Network (RAN) environment

TCD is planning the demonstration of dyme fronthaul/backhaul technology switching with LTE
network running on a Passive Optical Network (PON). This experiment is the ultimate target for the
end of this projectin year 2 of the projectwe implemented the backhaul network and fronthaul
network through PON individually, with the support of an LTE software based on Soffdetfieed

Radio (SDR), and a BBU pool based on virtual machines (VMs)

2. Demonstrate the impacts and benefits of deploying a common control plane for
heterogeneous networks, i wireless SDR elements and fixed SDN elements.

To support the demonstration of a common control plane for Softdefieed Radio (SDR) and
SoftwareDefined Network (SDN), TCD is in the process of integrating their mobile access network
testbed (with PONand LTE base statigh together withUNIBRIS6 ®ptical core network testbed.
TCDG6s P ONwil tramsntt inobild fronthaul traffic and background wired network traing

the same fibre. The front haudbasddcbDNNlewi dioh | eés . c @ |
SDN controller is designed to be orchestratedJod | B R IABNGDsorchestratgrwhich is a core

element of FUTEBOL control framework. A demonstration is planned to dtewthe ABNO
orchestrator manages to control both radio parameters ab Dt est bed and opti
parameters d N | B R teSh&dat the same time.

3. Demonstrate the benefits and impacts of using new methods of dynamically migrating an
application server near to endusers, depending on application demand.

The dynant migration of servicess a research topic théas beerled in the projecby UFRGS.

More specifically, in this first initial stage of experimentation, we have tested and demonstrated the
migration of a video service between two separate regidmssetestswere intended to adjust the
service according tthe demandfrom clients in each region. The main idea is to bring the service
closer to the regiorthat requiresmore bandwidth consumption, trying to improve the quality of
experience for the majoritgf users. The development includes an orchestrator that runs an algorithm
based on monitoring information received from each region. The algorithm decides what is the best
placement of the service, and migrates it accordingly. The migration mechanisiieindhe
integration with FUTEBOB £ontainer Orchestration and Provisioning Architecture (COPA), which
manages the lifecycle of services. Also, COPA provides a REST API for the orchestrator to collect
monitoring datg and provides an interface for trigggyr the migrations between hosts. The
experiment waperformedusing the COPA federated in UFRGS testbed. Throughout the rest of this
section we describe in more detail the setup and results associated with this objective.

4. Explore the tradeoff between mtwork load gains and processing delay introduced by
coded caching.
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The creation process of a D2D grdwgsalreadybeenimplemented successfully in the UFMG testbed
and is being prepared to be integrated with the coded caching part, which is the nmiof fias
objective. By theend of Year 2 of the FUTEBOL projediFMG and UFC were in the final phase of
implementation of a demstrator which aims to accomplish this objective. The coded caching is
implemented as a middleware layer managing the VL&eseaand client, with the capacity of coding
and decoding the video chunks.

5. Explore how deviceto-device (D2D) communication as well as coded caching may be
used to alleviate the operator's network, and how such dynamicity will impact the manage ment
of the optical and wireless parts of the network.

This objective isclosely related to Stage &ndis being developed by UFC and UFMG. One crucial

point that also has been set for such objective, was to observe the tradeoff between the performance
gains withthe use of D2D and coded caching and the impact of those technigjoesnanagement of

the optical and wireless parts of the network.

Given the above point, and considering the current infrastructure of the testbeds for each partner
involved in the expeément (UFMG/UFRGS/TCD/UNIVBRIS), as well as the approaches adopted in
each stage, we decided to focysimarily on optimizatons in the D2D/coded caching
implementations.

Since Stage 3 involves the employmentorkoohe D2D
mandatory task in order to accomplish this objective is the emulation of a 4G infrastructure and its
successfulintegration with a D2D group. By #éme of Year 2we havesuccessfuly emulated a set of

4G UserEquipment(UE) connected with a 4Gvelved NodeB (eNB), all through the use of a set of
USRPs and miniPCs available in the UFMG testbed. In some cases, the miniPCs running the UEs
were also connected through a D2D group, with the employment-&i Diiect. We observed the
performance imprament that can be achieved when a set of files is downloaded with the use of D2D
and 4G in a cooperative manner. More details about the use cases are given in Section 3.2 and results
are presented in Section 3.4.

Finally, it is worth mentioning that the eplete accomplishment of this objective depends directly on
the conclusion of the fourth objective, since there are software dependencies between them, for
example, the successful integration of D2D and coded caching implementations.

3.2 Showcase set up

The slowcase in this Experiment 2.1 consists of 3 stages, which are the following:
Stage X Split radio processing
Stage 2 Network Functions Virtualization (NFV)
Stage 3 D2D and Coded Caching

These 3 stages for the showcases are designed tto thappreviously introduced objectives. During

the implementation, we first work on individual experiments separately in different stages and then we
proceedo integrate multiple stages together. The following text rejplogt progress each stage and

the showcase sefps.

Stage 1- Split radio processing

In this stage of showcase we focus on building a Cloud Radio Access NetwkN{Ttestbed, and
integrateanoptical network witranLTE network using SDN and SDR technologiesREN is one of

the promisingnetwork architectures for negeneration mobile communication. The idea eREN is

to integrate multiple Baseband Units (BBUSs) for signal processing in centralized BBU pools, in order
to manage the utilization of processing resources moreélfleadd in a more energgfficient way.

The optical network between BBU and RHeferred tasthe mobile fronthaul. In this stage tife
experimentwe are working on the fronthaul control and management.
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Flexible bandwidth mobile fronthaul imple mentation with PON and SDN

TCD has implemented the BBU pool for LTE networksaotioud-based testbedisingopensource
software srsLTE, and federated the virtual machine (with BBU) and USRP X310 to the FUTEBOL
testbed. Furthermord,CD has implemented the miebfronthaul by separating the location of BBU
pool and RRH and connecting them wati?ON. The RRH is located at the ONU side and the BBU
pool is located at the OLT side. The 1/Q samples are transmitted over the PON.

I/Q samplegransmissiorover the PONconsumes huge amount of optical fibre bandwidth. This may
become a problem especialy when this PON is shared with other serigefixed broadband
services. To solve the PON bandwidth management issue, TCD has prapiteseale fronthaul
scheme wth a testbed prototype introducedrigure9. Wired broadband services (a.k.a., background
traffic) and mobile fronthaul services (a.k.a. foreground traffic) sttlvesame PON. The bandwidth

for transmitting the wireless I/Q samples in the fronthaul is adapted to foreground traffic load, by
changing the sampling rate on the RRH. We implementusiisg USRP X310 and opesource
software srsLTE. We have also implerrexh an SDN controller to control the integration of
background traffic and foreground traffic, using an exdggered scheme shownhigure 10.

This work has beencaepted forpublication inthe Optical Fibre Conference (OFC) 2(083. Based
on this work, TCD is working on the dynamic switching between mobile fronthaul and backhaul. This
work is planned to be implemented in Year 3 of the project.
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Figure9 - LTE-PON fronthaul testbed set up at TCE).

BBU pool resource management by user behavior detection

TCD hasdevelopeda Wakeon-RRH approach for dynamic energy saving in heterogenedré\C
networks by switching BUs from sleep mode to operational mode, depending on changes in data
traffic demand. To wake up BBUs, Wake-LAN (WoL) packets are sent by the Remote Radio Head
(RRH). Aiming at compliance to current LTE standards, the design and implementation of these
prototypes has the potential to be applied to a larger sc&®AN architecture in nexgieneration
commercial mobile networks, including, but not limited to, 5G networks.

Figure 10 shows the block diagram of our scheme. We implement adagection scheme on the

RRH to detect user connection request, by detecting the RACH message sent by the LTHbsers
detector is a FPGA implementation based on Xilinx IP core.rnMliplex this IP core with the part of

the PHY layer BBU functionalty and embed it in a USRP X310. When tueneo userse.g.during
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the night the host machine of the BBU is sleeping. When the detector daeR&BCH message sent
by new users, the RRH sends a Wakd_AN message to the host machine of the BBU and wakes it
up. The Wakeon-LAN pattern has been implemented in the FPGA of the RRH as well.
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Figure 10- Wake onRRH scheme

Stage 2- Network Functions Virtualization (NFV)

Initially, we have successfully developed a probtoncept setup running the UFRGS laboratory.

Two physical hosts have been usaatjan MPEG Dynamic Adaptive Streaming over HTTP (DASH)
video server runing in a Kernebased Virtual Machine (KVM) was migrated back and forth between
the two physical hosts, according to the instantaneous number of clients in each host. The native KVM
migration mechanism works flawlessly in copying the state of the ruminingl machine across the

local network of the laboratoryand network connections areestablished at the remote host once the

VM is completely migrated. In general, the migration process did not seem to pose much disruption to
the video service at thelient side due to the buffering and adaptability in the video quality provided
by the DASH mechanism. The quality of the video streaming was measured with the VERONA tool at
this stage. This initial setup served as a baseline scenario showing thaibmajrat running service

in this controlled environment was feasible.

Although the KVM migration mechanism has been shown to be effective, one of the goals for this
experiment is to design effective methods for adaptation of the service layer using amoneh
testbed at once, which would require all involved testbeds to suppvt-based virtualization
(preferably with matching versions). Since it would be difficult for some partners with testbeds
already deployed running other types of virtualizatiomtfpims (e.g., Xen), we have permanently
moved to a container based solution. By using containers instead of ordinary virtualization, we are
able to allocate resources at each testbed (virtual or physical resources) and install over the operating
system ahomogeneous container management platform across all testbeds. LXD was chosen as the
standard container platform, because at the time it was the only platform to support live container
migration by default. We are currently considering supporting alsa ¢§pes of containers (e.g.,
Docker). We have successfully reproduced the same video service migration scenario using LXD
containers inthe UFRGS laboratory and, more recently, integrated this scenaridhetty FRGS

testbed using the COPA tool developexpart of the FUTEBOL control frameworkigure 11 depicts

an overview of the experimental scenario, which is further detailed in the following.
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Figure 11 - Experimental scenario using COPA

An experimenter using jFed allocates an instance of COPA, and two Container Pools to be managed
by it, in whichever FUTEBOL testbed he sees fit (UFRGS for all components, in the example).
Through COPA, the experimenter launches a Video Server container, available in the container
catalogue for the testbed, in one of the Container Pools, and two instances of the Video Clients
container (again, available in the catalogue), one for each ConRamkr From his computer, the
experimenter runs his custom script for contai

an SSH tunnel; this connection allows the exp
information, and to issuactions to be performed, to any container managed by that COPA. COPA
monitors traffic on the containersd interfaces

issue a migration for the Video Server container to the designated Container Pool.

Stage 3- D2D and coded caching

As already mentioned in Section 3.1, we successfuly emulated a 4G infrastructure integrated with a
D2Dgr oup. This task is directly related to the
network with the se of D2D and coded caching (see section 3.1 for more details). Therefore, the
observation of performance improvements with the cooperaise of D2D and 4G technologies
defines our first demo for Stage 3.

The evaluation waperformedwith experiments othe UFMG testbed. Three evaluation scenarios

were created. The scenarios assume that several UEs, connected to the same eNB, request the
download of the same data from the Internet. Such a situation is common for popular content, and may
occur with some fquency since each eNB can serve from hundreds to thousands of users.
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The figures below showthe constitution of each scenaribe green (opaque) arrows are 4G
communication, and the blue arrows (dotted) are D2D communication.

- 4G only (Figure 12): In this alternative, all clients search the data via the 4G interface. Thus, if N
clients request a file size of T bytes, the load on the 4G network is N x T bytes.
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Figure 12 - Communication employing 4G only.

- Cache only (uncodedJigure 13): In this alternative, the data is sent to the UE of one of the clients,
which wil cache the data (UE Uc). When ttechingis complete, Uc notifies the remaining UEs (Uf)

that the contensialready available. When the notification is received, the end UEs request the data to
Uc through a D2D group already created. In this case, the load on the 4G network is only, B bytes
however there is a delay associated with the caching of the filecjradd also when the notification is

sent to Uf. The delay created by the caching process is reduced by spilitting the file into chunks rather
than starting the upload only when the file is complete. It terms of implementation, the cache node is
basically @ HTTP server which alows the downloading of his files by the clients through any
downloading tool (e.g. wget). Therefore, in these experiminete isno coded caching technigue

being employed.
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Figure 13- Communication alwayusing a D2D cache.

- 4G + Cache(Figure 14): In order to reduce the delay of the previous alternative, UEs Uf have the
alternative of requesting a particular chuokthe 4G network if it is not available in UE Uc for
download via D2D. As in the previous scenario, Uc requests data only via 4G, and notifies the receipt
of each chunk to the UEs Uf, thus dispensing a prior checking by them.
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Figure 14- 4G + D2D cache.

- Hardware: We employ Dell Alienware midPCs equipped with \Aki cards supporting the IEEE
802.11ac standard, which also have seqmmkration Ettus USRP software radios connected by USB
(B200 and B210 modg). Figure 15 shows one of the testbed nodes, whichatached tahe ceiling

of one of the rooms. The blue photo box is the USRP radio.

Figure 15- Picture of a node at the FUTEBOL UFMG testbed.

- Software:We haveemployed OpenAirinterface in order to emulate the LTE core elements (HSS,
MME, SP-GW), and srsLTE to emulate the eNodeB. At the clients, we employed srsLTE in order to
emulatet h e cellular interf ace, and u s e e Dirdecte Mi n
communication. All clients have the 4G and the D2D-RiVDirect interfaces. For the purpose of
simplification, the cache node Uc was also defined as the Group Owner (GOhé&dniFi Direct

group however, other nodes could also act like the cache node.

- Application: In this experiment, we consider an HTTP application, which needs to download a set of
files, or a file that can beplit into chunks that can be downloadedepdndently. Some protocols that
employ chunk download over HTTP are file sharing applications using P2P (e.g. torrents), and video
streaming using the DASH protocol. On the other side, the separate download of a large set of files is
similar to what occurs; a Web page with images. For our tests, we employed 50 files of 500KB each,
thus totalizing 25MB. For the file download, we employed wget, availmbkeny standard Linux
distribution.
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- Evaluated performance metricbwo performance metrics were calesied:

- Total download time for a fileThis is the time it takes to load a graphic from a web page (or
to load a chunk belonging to a video). We consider this as the main metric, since it is directly
inked to the user experience.

- Average throughput of &le: It considers the average throughput rate of a file gaodunts
for the difference between download times.

3.3 Control framework application

Stage 1- Split radio processing

To support the demonstration of a common control plane for Sofidafised Radio (SDR) and
SoftwareDefined Networking (SDN), TCD has been working on integrating their mobile access
network testbed (with PON and LTE base station) together WNMIBRIS6 s ptic@l core network
testbed. TCD6s PON testbed is planned to tr al
network traffic in the same fibre. Toaised SDM ont h
controller. TCDOs S DN be orehedtrated| by &t B R IABNGs&SBN g n e d
orchestrator that is the core framework of FUTEBOL control framework. By the time this deliverable

is written, a demonstration is being implemented to show the ABNO orchestrator manages to control
both radio paramieer s at TCDb&s testbed antdNbBRieSEdatt r an
the same time. Two testbeds (TCD and BrissoBbeing connected with vxLAN technology. Control

plane and data plane is being implemented for exchanging control messagetastream. More

details are introduced in deliverable D4.3.

Stage 2- Network Functions Virtualization (NFV)

Using the REST API provided by COPA, the orchestrator requests monitoring information for the
managed containers; through a historical througljitgrence in the last measurements (five, in our
exampl e), the orchestrator triggers a containe
most active region. I n the demo, we used COPA;
clients in each region; a simple shell script in the clients was used to lnumstances of a textased

video player, which in this case was modified version of ffplay (by us, to disable display options while

stil downloading all video frames).

Figure 16 was taken from the last demo for the experiment and it shows the COPA interface that was
used to manage the containers of the experimantull video of the demo is avable at
https://www.youtube.com/watch?v=9JKpl175Fv8

#  Container pool Cantainer name Croated ot Status Statetul Options

8  Senvert CUBNTS 2017-00-14T19:11 052 Runreg  False n = m
& Server! VIDEOSERVER 2017-09-187T01:81:232 Runnrg ase = S—— m
> Bt LENT 2017.00.14T1911232 Rurneg Fase ﬁ —— n —

Figure 16 - COPA interface
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Because COPA is not yet avail destbed migratioistplensed b e d s
for Year3Toachievei t , we are now working on the deploym
in the remaining testbedsandBREKOLhWY tCOPtAb eadvsa,i | fad
wil allow us to perform any kind of crogestbed container placement, as intially intended. Having

the option of cloning running containers, in addition to the migration option, is also a factor we stil
hope to hae working in the near future; because most our containers are somehow interconnected to
each other, we still have to work onestablishing the connections for the cloned container, steering

the traffic between the two instances as needed.

Stage 3- D2D and coded caching

Since the first demo involving the integration of 4G and D2D was tested singly in the UFMG testbed,
the integration with the services implemented in the other stages and the implementation decisions
related with the control framework aset as future work.

Nevertheless, we plan to refactor the whole developed code, in order to allow the proper allocation of
the implemented services in one or more of 't he
use of D2D and coded cachinga predefined setup, in a similar way as the experiments from Stage 3
that were described in Section 3.2.

Therefore, the initial integration with the existing tools from the FUTEBOL Control Framework will
be only partial. This is mainly based on the wolgd experience in the first demos at the UFMG
testbed.

3.4 Initial results

In this section we are reporting the resimteach stage of the experiment.
Stage 1- Split radio processing
Flexible bandwidth mobile fronthaul implementation with PON and SDN

As mentioned in the previous section, TCD has implemented the flexible bandwidth fronthaul on a
PON, sharing with background wired network traffleigure 17 shows measurd timings of the
process of changing t he4 sbhow lhdwdtlse cdnteolerdreconfigures.the T h e
BBU from an initial state of 3 MHz to 5 MHz bandwidth. After increasing the LTE application traffic,
corresponding to Event, fhe controllersets the number of PRBs to 25 (5 MHz) and reconfigures the
Committed Information Rate (CIR) of the switch to cope with the extra load. Using traffic traces, we
measure a time period of about 150 ms for the control plane to react to the load increase af te
reporting to the BBU and reconfiguring the Openflow switch. The final step towards Event 5, the
change to the sampling rate, takes most of the reconfiguration time. This is due to the fact that the
USRP has old samples buffered, belonging to thevique configuration (i.e., 15 PRBs). These
samples wil be transmitted at the new rate (25 PRBs), which is the wrong rate for them.
Consequently, the UE is momentarily desynchronized from the transmission, leading to an overall
reconfiguration time of 75ts[8].
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Figure 17 - Flexible fronthaul measurement results at TCD tesfBed

BBU pool resource management by user be havior detection

Figure 18 (a) shows the experiment agi of the wakeon-RRH scheme running on the TCD testbed.
USRP X310 is used as an RRH. A spectrum analyzer is usgaséovethe user signal arriving. A
BBU is implemented by opesource srsLTE software on a laptop which can be put into sleep mode
and waken upya WakeonrLAN message sent by the RRH.

Besidesthe wake-up latency has been measured in the experiment and sh&igorel18 (b). BBU

can be put on either standby mode or powered off mode. The standby mode saves less energy, but
benefits from faster wakap time. The poweredff mode saves more energy, but takes longer wake

up time. Results are published[9].

(a) (b)
Figure 18- (a) Experimental satp of wakeonRRH experiment at TCD testbed. (b) Walke
latency comparison of two BBU ergy-saving mode$9].
Stage 2- Network Functions Virtualization (NFV)

As a result of the adaptation in the service layer performed as part of the second stage of this
experiment, we have considered the possible values for the threshold to trigger the migration, which
can be easily defined by the experimenter. During our rempats we havefound that migrange

values work best (about 0.4, meaning video server wil be migrated when the ratio of-tearest
furthest clients go below this value); lower values (below 0.3) make the orchestrator too conservative,
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